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Abstract:

Massive Open Online Courses (MOOCs) are
exclusively designed for virtual teaching resources of
high quality that benefit large audiences. This paper
explores the current status of meta-analysis on
MOOCs. The key issues identified during the study
in predicting MOOCs include characterizing the
prediction learning outcomes, identifying the
prediction  features, and  determining the
methodologies utilized to forecast the variables. The
assessment is one of the research efforts to collate the
leading technologies and concepts used in learning to
forecast the achievement of student learning
outcomes as well as the leading characteristics
utilized, which are a factor in educational outcomes.
A wide range of prediction features are available, but
video data and behavioral analysis of the platform are
the most prominent ones. Our findings suggest a
strong desire to predict MOOC dropouts in various
learning approaches and two of the most commonly
used forecasting analytics are Logistic Regression
and Support Vector Machines.

Keywords: MOOC prediction, Learning
Analytics, Performance Prediction, Learning
Outcomes, Learning Techniques.

l. INTRODUCTION

A large number of enrollees in MOOCs are
one of their most distinguishing features, as it allows
for the collection of a large amount of data on what is
happening in the course for further analysis. R. Al-
Shabandar, A. J. Hussain, P. Liatsis, and R.
Keight[1]state that the phenomenon of big data,
consisting of volume, variety, and velocity (3Vs), is a
result of the of continuously created data. The
professional education industry where these 3Vs
prevail forms the data of this analysis. The online
educational environment, which includes platforms
and systems like course management and LMS,
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MOOCs and others, captures and generates
educational data quickly.

MOOQOCs provide educational matter to
multiple participants worldwide using online
platforms with better accessibility. J. L. M. Nunez, E.
T. Caro, and J. R. H. Gonzalez[2] have stated that the
online education method was designed in the mid-
1990s.

The assessment by S. Fu, J. Zhao, W. Cui,
and H. Qu [3] emphasizes the educational sector in
the early 2000s. With MOOC progressing from a
teaching tool to globally revolutionizing teaching
methods, the New York Times magazine proclaimed
2012 as “Year of the MOOC.” From 2013 onward,
self-learning concepts have thrived in the education
market. In 2017 and 2018, the number of MOOC
platforms has risen. I. Jo[4] has stated that most
researchers have based their LMS and EDM
evaluations. MOOC conference papers of high
impact have traditionally been delivered at ACM and
IEEE conferences.

P. G. de Barba, G. E. Kennedy, and M. D.
Ainley[5] state that MOOCs have evolved into three
distinct forms over time: cMOOCs, xMOOQOCs, and
hybrid MOOQOCs. Users of c¢cMOOCs platform
exchange knowledge and participate in a shared
teaching/ learning experience and an XxMOOCs
environment, users are either learners or instructors.
Later MOOCs versions were hybrid, incorporating
the features of all earlier versions.
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Tablel. In an online academic journal, the findings of
several phases of a search.

Google | IEEE | ACM | Sprin | Total
Schola | Explo ger
r rer
Initial 60 52 76 10 198
Scanning | 49 41 66 8 164
the
Keyword
S
Remove 32 26 34 5 97
Conferen
ce Papers
Remove 28 23 26 3 80
Duplicate
S
Reading 21 20 21 3 65
Full text

The data in the Table.1 came from a number
of electronic sources, including IEEE Explorer,
Google Scholar, ACM, and Springer. In the
exploration, the papers were initially counted at 198,
with the majority of the papers being peer-reviewed
at the ACM Conference. Then take out the
conference list, taking the number down to 97.The
review eventually refined 65 online-learning
assessment papers. The analyzed papers revealed that
LMS and EDM research has extended into a variety
of sub-areas and themes.

Student learning outcomes are used to
measure academic performance; analysis of
groundwork between 2000 and 2020 provided a basic
grasp of various intelligent approaches used to
forecast student results. The pictorial view of the
electronic database portrayed in fig.1 signifies the
phases of the research work.
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Figl. The findings of several phases of a
search

Only a few assessments focusing on the
estimation of student academic achievement from the
perspective of learning outcomes have been
performed, according to our analysis. Table2
summarizes the best-known inquires on student
progress prediction, with an emphasis on their
findings and research directions. It also covers the
various learning techniques and algorithms involved
in this research decade.
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According to the results of this study, there
are a few issues with the MOOC platform. This paper
will help to explain the situation and propose new
approaches in this area. Track down some problems
in the MOOC content, and then list out the questions,
according to this SLR.

Q1: In terms of prediction, what is the

overall learning outcome?

Q2: What characteristics are utilized to
create models for predictions?

Q3: What are the approaches used in these

predictions?

A Dbrief description of the various sections is
as follows: The first section is the introduction. The
relevant work is described in Section II. Section Il
presents the methodologies used in this analysis.
Section 1V covers the results and discussions of this
SLR and provides the details needed to address the
research questions. Gathering some real-time datasets
for realistic evaluation as part of this analysis and the
performance measurements are addressed in section
V. Section VI indicates directions for future research.
Finally, the entire analysis is summarized in Section
VIL.

1. RELATED WORK

A large number of learner log data collected
on MOOC reveals the different learning habits of
each enrollee including assignment submission and
performance information, student demographic
information, curriculum forum posts, and interactive
information, clickstream data, and so on.

On educational datasets, various data mining
approaches are used to forecast student progress,
evaluate slow learners, and predict
dropouts. Experiments using data from 100 plus
students enrolled in multiple online learning modules
are presented in this paper, demonstrating the
predictive potential of our proposal. Using the SVM
algorithm, C. Burgos, et al.[16]might cut the dropout
rate by 14% compared to earlier academic period by
using this dropout prevention tool. Machine learning
methods are used in many experiments to assess
academic performance and predict students who are
at risk of failing. X. Xu, J. Wang, H. Peng, and R.
Wu[l17]used these features for predicting academic
performance using three basic algorithms of machine
learning: decision trees, neural networks, and support
vector machines. Their dataset was generated by
analyzing undergraduate students’ final grades
(enrolled in compulsory courses at Beihang
University in Beijing, China).

http://xisdxjxsu.asia
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F. Dalipi, A. S. Imran, and Z. Kastrati [18],
have provided a detailed overview of the ML
approaches to solving MOOCs dropout problems. In
the MOOC world, Logistic Regression (LR) is the de
facto technique for predicting student dropout. Other
prediction models for dropouts employing support
vector machines and Bayesian networks are also
being proposed by other researchers.

Deep learning approaches combined with
learning analytics for forecast progress of borderline
students is an upcoming field being researched. Deep
learning, a technique for learning representations
from raw data, involves building a model with
multiple layers. H. Waheed, et al.[19]used the most
widely used technique of Educational Data Mining
(EDM), Artificial Neural Networks (ANNSs) and the
accuracy rate of their findings is between 84 and 93
percent.

To visualize clickstream data, a number of
analytics models have been developed. PeakVizor is
a tool for exploring and understanding the learning
behaviors that underpin MOOC video clickstream
peaks. It assists educators with analyzing peaks in
video click streams in MOOCs from various
perspectives. According to Q. Chen et al. [20],
instructional assessment and various trends revealed
by the existing system can be examined after
additional information from more programmes can be
acquired and processed. As a result, a visualization
framework that facilitates course-level analysis is
beneficial, as it allows users to investigate data from
various perspectives.

Q. Chen,, et al.[20] employed two methods
to evaluate student activity and performance. Video-
watching clickstreams may be interpreted as
sequences of events generated, or sequences of
visited positions. This event-based paradigm extracts
repeated sub-sequences of student activities like
reflecting (i.e. pause-play) and revision (i.e.
backward and role-play).They discover that some of
these actions[21] are linked to whether a user would
be Correct on First Attempt (CFA) or never when
attempting to answer multiple choice questions.

The fora participation patterns among
participants, their communication and learning styles
in collaborative learning environments, their roles
played in the fora, and their connection in forming
and maintaining the well-being of their online
communities were investigated in papers aimed at
exploration and understanding. User behavior,
tweets, data collected from web logs, course
information, threads, and performance data were six
categories of data which S. Fu, J. Zhao, W. Cui, and
H. Qu[3]collected for review.

The papers collected and collated are often
related to learners’ and instructors’ views and
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requirements in relation to the fora, as well as how
these requirements could be better met. For
predicting engagement levels and learning outcomes,
researchers used techniques like[22]Naive Bayes,
Regression models, Support vector machine, Random
forest, and Neural networks.

1. METHODOLOGY

People keep updating their expertise by
taking new courses in various fields. Companies and
their IT departments encourage employees to use the
e-learning process.

As per this SLR's inclusion guidelines:

i. Data is collected from databases
such as Google Scholar, IEEE,
Springer, ACM, and Taylor &
Francis.

ii. The papers selected for this paper
were published between 2000 and
2020.

iii. In this investigation, only journal
publications were used.

iv. MOOC Prediction OR MOOC
Forecast OR Self-learning OR E-
Learning OR Online Learning OR
Learning Analytics are the main
words used in this database scan.

V. This quest has also taken word
variations into account.

Vi. The field research was greatly
biased in favor of Computer
Science articles by practitioners of
applied technology.

As per this SLR's exclusion rules, the
following categories are not included:

i Conference papers not subjected to
peer-review.

ii. Avrticles written on non-English
papers, and duplicate papers with
the same name and topic.

The selected papers were taken from various
publications as given in the list of references. IEEE
Transactions on Learning Technologies, ACM
Transactions on Computer- Human Interaction are
among the journals that have published it.

V. RESULTS AND DISCUSSION

This section contains general details about
the selected papers, the process in which student
outcomes were forecast, the intelligent models built
for success prediction, and the predictors of student
learning outcomes achievement.

http://xisdxjxsu.asia
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Q1l: What is the entire learning outcome in
prediction?

In a MOOC, the prediction can focus on a
variety of goals, such as learning outcomes and
learner behaviors. The student dropout predictions
were spotted by most of the studies in this study.
Also, posts that are often used to categorize articles
have been grouped together. Following this
procedure, four classifications were made:

a) Grade prediction

It is primarily concerned
with the assignment scores. S.
Jiang, et al.[23] Simultaneously it
estimated the attempts needed to
complete the task. Correct on First
Attempt (CFA) is the highest
priority for clearing the task.

b) Certificate earning

If learners are interested in
learning a new concept, they should
first go through the course material.
After enrolling in the course, a
small percentage of them did not
take the exams. As a result, they
did not receive completion
certificates at the end of the course
in the study by Y. Lee[24].

¢) Dropout

Most of the MOOC
researchers focus on the student
dropout predictions, which consider
the performance of the students,
and how they are involved in the
learning process. Initially, the
numbers of enrolled students are
high, but number of students
decrease during the study period.
M. Sahin[25]employed Multiview
ensemble learning to predict the
dropouts. The aim of his evaluation
was to predict whether or not
students would abandon the course
before its completion.

Q2: What characteristics are utilized to create
models for predictions?

To predict the specified outcomes, the

models with prediction features have considered a
wide range of MOOC components; the final list is
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long since each prediction model uses a different set
of features. As a consequence, the most significant
prediction characteristics have been divided into four
possible variable subsections:

a.

User logs

In the work of K.
Coussement, et al. [26], users who
entered their details in the
registration  process  contained
demographic variables like age,
gender, basic degree, experience,
family status, and other relevant
subject areas. It also entails learners
providing feedback on the course's
content.

Academic performance

The primary variable in
the model by C. G. Brinton, et
al.[21]is the score of a quiz or
assignment. They can retrieve the
resource materials like pdf files,
etc., and have already
obtained certificates or GPA scores
for the participants. Attendance
percentages are also considered for
this prediction.

Learning style

In the study by Z. Xie[27],
the video-viewing behavior (is the
learner continuously watching the
full video or skipping the video,
how long takes to complete the
video, etc.) is examined. Ease of
access and inconveniences, if any,
were taken into account.

Student behavior

The variables used in the
behavioral analysis of A. Ramesh,
et al. [28] are the interaction
between  tutors and  forum
respondents, the on-time task
submission, the number of tries
required to  complete  the
questionnaire, the content delivery
of the tutors, and the presentation
of the content.

Q3: What techniques have been used in the
prediction?

The models were built to forecast the
predictions and appraise the learners’ outcome; the

http://xisdxjxsu.asia

results were dependent on the dataset and the features
decided by the researchers. The new approaches in
the prediction pertain to the neural network from
2017 onwards. For every algorithm included in this
review,

A. Statistical analysis

An evaluation metric, the
researcher uses method such as chi-
square test, t-test, ANOVA and
MANOVA. In the work by C.
Schumacher and D. Ifenthaler[29],
the software packages used for
statistical analysis include SPSS,
EPInfo, and Minitab, etc.

B. Data mining algorithms and
Machine learning Techniques

Most of the models were
developed by using data mining
algorithms from 2000 onwards.
The analyzed data of EDM and
LMS are mostly examined by A.
Namoun and A. Alshanqiti [14]
using Supervised Machine learning
algorithms. Linear regression has
the easiest and utmost used
algorithm for prediction. Many of
the research studies in the overall
evaluation used SVM algorithms.

C. Bigdata analytics

Big data analysis is
currently dominated by Hadoop,
Samza, and Spark.

MapReduce, a parallel
processing paradigm that uses
several machines to process large
datasets, was employed by S. Fu, J.
Zhao, W. Cui, and H. Qu[3]. HDFS
is a distributed file system that
stores large files across multiple
servers. High fault tolerance and
scalability are two of their
advantages.

Apache Spark, a
MapReduce-like distributed
computing platform[30], was used
by Y. Mourdi, et al.

Spark, a query analyzer,
works on interactive mode; the
high-volume  graph  processer/
analyzer Bagel was used by H. H.
S. Ip et al.[31].Real-time analyzer
Spark Streaming and the machine
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learning library Mllib are all part of
the Spark ecosystem.

Samza, a real-world data
platform based on distributed
stream processing, was employed
by K. L. M. Ang, F. L. Ge, and K.
P. Seng [12]. Samza keeps storage
and analysis on the same computer
and consumes minimal memory
space, all while maintaining
computational performance and
laying the groundwork for a
versatile, tunable API.

V. PRACTICAL IMPLICATIONS

The studies listed in this paper have
gathered data from a variety of sources before
analyzing the relationship between the extracted
function and the dropout mark. They have used
datasets like KDD CUP 2015[32], iCourse
app[28], and XuetangX [33]in this paper to
evaluate different performance parameters.

Many popular measurement metrics are
used in machine learning, statistics, and deep
learning. There are several different metrics, but
in the set of papers studied, seven of them
predominate. Accuracy[34], AUCROC, AUCPR,
Confusion matrix[23], F-Score, and others are
commonly employed in machine- and deep-
learning.

In statistical analysis, metrics such as
Cohen's kappa, Mean Absolute Error (MAE),
Mean Squared Error (MSE), and
Underestimated/Overestimated Prediction Error
Rate (OPER/UPER) are evaluated. R. Al-
Shabandar, et al.[35]have stated that all the other
datasets, with the exception of KDDCup15 and
the Open University (OULAD), are not freely
accessible; hence data providers need to be
contacted for access.

VI. GAPS AND FUTURE DIRECTION

Our analysis of various probes on this
subject revealed that none of them has performed
any focusing on the prediction of student
academic success from the perspective of
learning outcomes.

There were a number of flaws with
some of the posts examined, including the fact
that they were not peer-reviewed as,

a) Concentrate on various forms
of research, such as
humanities, natural science,
and so on.

b) This paper makes no mention
of the article's qualities.
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c) The knowledge is still obtained
from the same source. (For
example, Coursera and Edx).

Our works strongly encourage researchers to
continue their research on the following factors.

a. Requisite attributes used to
predict learning outcome.

b. Consider the spatial
distributions for further study.

c. Build the models using fuzzy,
deep learning methods and
advanced techniques used as
Tensorflow, Pycharm, etc.

d. Compare the datasets from the
different LMS models.

e. Include short duration courses
— 4 weeks.

VILI. CONCLUSION

In this analysis, the most significant papers
in prediction-related MOOCs were examined. The
research recommendations were applied by this
assessment to examine the prediction of student
performance, to absorb the leading technologies and
the features implemented to construct the models.
The predictive models were released from 2000 until
2020 in peer-reviewed journals.

A synthesis of 65 primary papers resulted
from an exhaustive analysis of ten bibliographic
databases. It only required a small search of the
database and excluded non-English papers and
conference papers. In this work, we conferred a few
datasets in realistic terms and tested the output
metrics with distinct learning techniques. Machine
learning and statistical analysis are the most
commonly employed metrics in this assessment.

In the future, the various databases will be
extended to inspect multiple papers, duration of
program and focus on the various datasets on
multiple platforms in order to better predict the
evaluation metrics.
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