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Abstract - Job ontology is a way of providing details about the 

tasks and requirements needed for a particular kind of job. 

Construction and updating of job ontology play a more important 

role in ensuring the accurate and reliable retrieval of information 

about the jobs. This is ensured in a research method by 

introducing Domain Ontology Construction Framework (DOCF) 

which would support the dynamic and user interactive based 

ontology construction. However, in the previous method, certain 

issues related to memory may be raised because of the dynamic 

updation of the ontology through run time retrieval of the details. 

By finding the similarity among the ontologies, this issue can be 

avoided. This is resolved by the introduction of a technique 

named Semantic Similarity based Job Ontologies Size Reduction 

(SSJOSR). Here, the semantic similarity among the knowledge 

ontology and the job ontology is identified and the 

interconnected information are directly connected together to 

avoid the memory consumption problems. Semantic distance is 

the metric that is used to measure the similarity among two 

entities. The proposed approach is implemented and evaluated 

from and we can evolve better results when compared to the 

predominant re- search scheme. This improves the accuracy and 

the results evidently portray the appropriate collection of the 

scaling stages and also the likeness measures. This reduces the 

size of ontologies in a noteworthy scale without misplacing the 

significant details. 

 
Keywords - Semantic Distance, Semantic relatedness, Ontology, 

DOCF, SSJOSR. 

I. INTRODUCTION 

In this data driven age, the growth of internet technologies has 

paved way for in- creased information sharing through various 

media. The information stored in knowledge repositories is 

getting multiplied day to day and hence managing them in an 

efficient way has become a need of the hour. [1] Represents a 

study on the construction of automated domain ontology in 

varied domains and contexts. In most industries, hiring a 

prospective candidate with appropriate skillset catering to the 

needs of the Indus-try is a great challenge. It is because of the 

huge number of applications that are received for a single job 

vacancy. Most of these applications possess the same 

qualification whereas the real skillsets with respect to the job 

description may not be easily identified. Though there are a 

number of solutions today, hiring a right person to the right 

position is still a challenge. The work mentioned in [2] helps to 

rectify the issue by proposing a Domain Ontology Construction 

Framework (DOCF) which constructs an ontology by correlating 

the skillset and the job description. The documents received from 

the applicants are clustered based on similarity of content and 

conceptual similarity. Ontologies have gained popularity in the 

recent years as a significant tool for knowledge representation 

since it allows large quantity of data to be represented in a logical 

and hierarchical fashion [3]. Ontology therefore is a technique 

which helps to represent knowledge in a logical fashion. A lot of 

current research works focus on automated construction of 

ontologies, merging of ontologies and optimal techniques for the 

construction of ontologies [4]. In this work, the prime focus is 

over the placement of new knowledge into an existing ontology 

using an automated system. The biggest challenges encountered 

with the growth of formally represented knowledge are internal 

inconsistency and redundancy [6]. One of the most common 

examples stated with respect to contradictions that arise when a 

formally represented knowledge grows is “Count Dracula was a 

vampire” and “vampires does not exist”. The statements are 

contradictory in nature until one statement is aware of the other. 

This is termed to be implicit context shift [7]. Some statements 

represented in the knowledge representation are factual, Real-

world based whereas the others may be fictional or imaginary. 

The representation must be built to distinguish between the both 

[8]. In terms of reasoning context, various axioms are applied to 

the assertions made in the context of varying representations [9]. 

In general, most ontologies do not have any mechanism to 

classify a contextual information under a particular context based 

on certain assertion and hence is inconsistent in fetching 

interesting information [10]. 

This work focusses on the automated construction of ontology, 

also known as de- pendency graph, from a given job knowledge. 

This work also emphasizes on the identification of prerequisites 

and the development of follow-up modules for a given job 

knowledge requirement, which may also be called as query. In 

case of domain ontology, the identification of the relationships 

between different concepts of a domain plays a key role [11]. In 
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the proposed work, the lecture module represents the concept and 

labelling a pre-requisite or follow-up of a topic represents the 

relationship. A dependency graph will be provided as an outcome 

to the end-user which depicts a concept map which is a abstract 

representation of the field. The perception of a idea through 

graphical representation will be high compared to the perception 

of the same in its equivalent textual form [12]. There exist no 

systems that can automatically determine the dependencies 

between topics from a repository of job requirements knowledge. 

In this work, the Semantic Similarity based Job Ontologies Size 

Reduction (SSJOSR) is introduced which finds the semantic 

similarity between job ontology and knowledge ontology and the 

identified correlation is used to avoid memory consumption 

problems. The degree of similarity between two entities is 

usually represented using a measure called semantic distance, 

which is an inverse of semantic relatedness or semantic 

similarity. 

This work is prearranged based on the following sections. The 

various literature connected to the automated construction of 

ontologies are discussed in Section 2. The proposed research 

methodology and the working mechanism with typical examples 

are discussed in Section 3. The results of the planned system and 

the corresponding inferences are deliberated in Section 4. The 

conclusion part is provided in Section 5.   

II. RELATED WORKS 

A lot of literature is available in the field of ontology with 

respect to its application in linguistics, software engineering, 

information retrieval, data mining, machine learning, etc. since 

these domains yield a vast support due to the application of 

ontology learning. However, a meagre number of works are 

available with respect to the construction methods within the 

ontology learning domain till date. 

Maedche and Staab [13] expresses that the ontology learning 

constitutes four parts namely extraction, pruning, refinement, 

import or reuse. This work focusses on the ex- traction methods. 

The construction methods are basically categorized as dictionary- 

based, association rules, knowledge base and text-clustering. 

Domain Ontology rapid Development Environment (DODDLE 

II) [14] is a tool that assists in the identification of taxonomic and 

non-taxonomic relations. The taxonomic relations extraction is 

based on Word Net and domain expertise whereas non-

taxonomic relations extraction is based on domain-specific texts 

supplemented with lexical co-occurrence statistical analysis. 

Maedche and Staab [15] proposed the Text-to-Onto framework 

which is a semi-automatic ontology learning tool which deploys 

a wide number of algorithms for various ontology learning 

subtasks. The framework highlights the application of Natural 

Language Processing and Data Mining methodologies in the 

development and maintenance of ontologies. The succeeding 

system Text2Onto [16] shows an improvement compared to the 

earlier system. The learned knowledge was represented in the 

meta-level as instantiated model primitives within the 

Probabilistic Ontology Model (POM). This can then be translated 

to communicative knowledge representation languages like OWL 

and RDFS. 

Navigli and Velardi [17] proposed Onto Learn which uses a 

blend of symbolic and statistical methods. The domain 

terminology is extracted from the domain corpora. The complex 

domain terms are arranged in the hierarchical order and also has 

been understood semantically. The Word Net is clipped and 

supplemented with the identified domain concepts at the end of 

the process. The emphasis of the work was to address the 

disambiguation of word sense. Shamsfard and Barforoush [18] 

proposed HASTI, which is a system that studies the concepts, the 

conceptual relations both taxonomic and non-taxonomic, axioms 

and ontologies can be built on the existing kernel. HASTI is 

autonomous of domains and helps to build general as well as 

domain ontologies from the scratch. 

Fortuna et.al. [19] Developed a tool Onto Gen to build ontologies 

by extracting the possible concepts and relations using machine 

learning and text-mining algorithms. Super- vised learning is 

used for the discovery of concepts. Dahab et.al [20] created a 

tool, Text On to ex which uses semantic pattern-based approach 

for constructing the ontology from usual domain text. The key 

relationship between the natural domain texts is analysed and 

mapped to meaningful representation to facilitate the ontology 

construction. The tool is efficient with respect to the discovery of 

instances of known relations but fails to discover new relations. 

III. MEMORY AND TIME-AWARE AUTOMATED JOB 

ONTOLOGY CONSTRUCTION 

One of the major challenges faced while working with an 

ontological representation is the consumption of memory. 

Though there are a few automated ontology construction 

techniques, most of them are less aware about the memory 

consumption problems. In order to overcome this issue, the 

Semantic Similarity based Job Ontologies Size Reduction 

(SSJOSR) is introduced in this work. The technique depends on 

the semantic similarity between job ontologies and interrelated 

details. This helps to avoid the memory consumption problem.  

A. Automated Ontology Construction 

This section elaborates the procedure involved in the automated 

construction of ontology. The first step involves the application 

of naïve Bayes classification algorithm towards categorization of 

text and labelling the documents. The Vector Space Model 

(VSM) algorithm is used to calculate the similarity and cluster 

the documents which are being imported. Finally, the clustered 

text is shortened and the essential terms involved in the 

construction of the domain ontology is achieved using Luhn’s 

summarization algorithm. 

The first step involved in the construction of ontology is the 

proper categorization of the documents. It is also an essential to 

allocate a tag type for the file since the appropriate association 

need to specify to link the document to the domain ontology. The 

classification of text in the document uses the naïve Bayes 

algorithm. 

 
Bayes' theorem: The naïve Bayes classification is one of the 

oldest classification method based on Bayesian probability. The 

formula can be represented as: 

(X│Y) = ((Y│X)(X))/(𝑃(Y))                         (1) 

The underlying principle of the naïve Bayesian classification is 

given like every label would have a description and it clearly 

implies that the set represents all the entities and it has a tag 

towards each entity. The likelihood of occurrence or incidence of 

an entity is given by equation (1). 
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An entity belonging to 𝑁 possible tags is represented by a vector 

𝑥 = (𝑥1, . . . ,). The conditional probability based on Bayes 

theorem is represented below: 

p(C_k│x) =  (p(C_k )p(x|c_k))/(p(x))          (2) 

Since, the entities represented are continuous in nature, equation 

(2) may not work. This may be due to the circumstance that the 

classifier can use real features to recognize the entity to which it 

belongs to. These attributes may be floating-point data. This re-

sults in a scenario where the entities follow a normal distribution, 

known as Gaussian distribution. Therefore the formula can be 

restated as follows: 

(𝑥 = 𝑣│𝑐) = 1/√(2𝜋𝜎_𝑐^2 ) 𝑒^(−(𝑣 − 𝜇_𝑐 )^2/(2𝜎_𝑐^2 )) (3) 

The first run of the naïve Bayes classifier calculates the 

probability of difference in characteristics of the training data. 

Once the process is completed, the documents are imported and 

labeled based on the probability of the feature it contains, which 

is calculated during the first run. The data marking shall be done 

based on the data and the maximum probability of occurrence of 

a label. 

 
Document classification based on Naive Bayes: The main 

objective of ontology construction is the classification of 

documents. In case of text classification, if we have a 

document𝑑 ∈  𝑋, where 𝑋 is the document vector space or the 

document space, then the labels are represented as classes, which 

is represented as a set 𝐶 = {𝑐1, 𝑐2,···, 𝑐𝑗}. Document vector spaces 

are usually high-dimensional in nature. A hit label is assigned to 

the document collection. Consider < 𝑑, 𝑐 > as training samples 

such that 

< 𝑑, 𝑐 > ∈  𝑋 ×  𝑐. Let< 𝑑, 𝑐 >=
{𝐷𝑒𝑙ℎ𝑖 𝑗𝑜𝑖𝑛𝑠 𝑡ℎ𝑒 𝑊𝑜𝑟𝑙𝑑 𝑇𝑟𝑎𝑑𝑒 𝑂𝑟𝑔𝑎𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛, 𝐼𝑛𝑑𝑖𝑎}.  

This sentence in the given document is classified as India, so that 

the hit is made over the label ‘India’. A supervised training 

algorithm need to be used such that a training of function ϒ is 

used over the document that is mapped to a category𝑦: 𝑋 → 𝐶. 

The naïve Bayesian classification is usually done in two modes 

which may either be multinomial or that of Bernoulli’s. 

Once the classification is completed, the Vector Space Model 

(VSM) is used to see the similar files which can be used in-order 

to construct an ontological structure.  

 
Vector Space Model: It is one of the important tasks to transform 

the documents into mathematical models, so that they could be 

acted upon by appropriate algorithms to accomplish a task. One 

such technique is the deployment of Vector Space Model which 

transforms the text document into identifier vectors. The 

transformation may be multi- dimensional where each dimension 

represents a term. Terms that does not appear in the document 

will be considered as null vectors. In other words, the terms 

present in the document will be represented as non-zero vectors. 

The weight of a term is determined by TF-IDF weighting. The 

term’s definition is based on the context or the application in 

which it is used. In general, a term may be a word or a long 

phrase. The count of the different words occurring in the corpus 

is considered as the dimensionality of the term. The correlation 

between the documents is computed based on the similarity 

which is calculated as the angle among the document vector and 

the query vector. The above calculation is described in equation 

(4) which is represented as follows: 

𝑐𝑜𝑠 𝜃 = (y_1. y_2)/(‖y_1 ‖ ‖y_2 ‖ )                        (4) 

When the result is 1, the two vectors are non-orthogonal or there 

exists complete similarity. If the result is 0, the there exists no 

similarity between the documents. 

 
Luhn's summarization algorithm: Once the documents are 

converted to vectors and the similarity is computed, then it is 

required to proceed towards summarization. Once the 

summarization is done, there will a reduction in the size of the 

text and the process returns only the important keywords in the 

document. There are a few summarization algorithms. The 

Luhn’s summarization algorithm is used along with this work. 

Luhn’s summarization algorithm initially categorizes the words 

in the document into function words and content words. Parts of 

the literature like pronouns, prepositions, modal verbs, 

conjunctions, interjections and numerals are considered to be 

function words. They are also known as structural words since 

they do not possess a lexical meaning. Nouns, adjectives, verbs 

and adverbs are considered as content words. The emphasis is 

over the content words. The words emerging from the same root 

word are merged to the root word itself. For example, swords 

will be merged with its root word sword. When the content word 

frequency exceeds a certain threshold, it is chosen as a 

significant word in the document. The importance of a sentence 

is calculated based in the word frequency and the position of the 

word in the sentences. The calculation is as shown below in 

equation (5) 

 
(𝑆𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑡 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟)2

(𝑇𝑜𝑡𝑎𝑙 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟)
            (5) 

The occurrence of above four invalid words among two 

important words shall be summarily rejected from being 

considered. This eliminates almost 60% of the original text in the 

document. The Luhn’s summarization algorithm therefore helps 

in reducing the size of the text that is available without 

compromising the essence of the file. The two significant 

advantages of using the summarization algorithms are: 

 
1. Elimination of function words and 

2. Establishment of meaningful lexical relations 

 

Word Net is prominently used to establish the lexical relationship 

between the entities. During the time of establishment of a 

relation, the following are considered: 

 

a) Synonyms: If the meaning of a word is similar to that of 

the other then the word which is more popular amidst people 

shall be considered. The other word can be eliminated. 

 

b) Hyponym: Hyponym is a improvement of a word. In a 

concept hierarchy, the hyponym usually occupies the lower 

levels. It can thus be utilized as a subset of certain significant 

words. 

 

c) Hypernym: Hypernym is a generalization of a word. It’s 

assumed to be the parent in a concept hierarchy. The purpose of a 

hypernym serves in providing an overall view of the knowledge 

of words. 
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XML is the most convenient way of representing an ontology. 

Once the ontology is constructed, it may even return words 

synonymous to a given keyword. 

 

B. Semantic similarity between ontologies 

There are various key terms related to this work such as semantic 

distance, semantic relatedness and similarity in the semantics. It 

should be observed as the terms semantic relatedness may 

alternatively be used in the place of semantic similarity. This 

calculates the degree in which the similarity is identified between 

two entities. Semantic distance is considered as the inverse of the 

similarity in semantics. This work uses semantic similarity as a 

measure to assess the relationship between entities. Measures 

based on semantic similarity works with Word Net and other 

linguistic research tools. However, this has successfully been 

applied to do- mains like bioinformatics, chem informatics, and 

biomedical sciences. The measures related to the similarity in the 

semantics are properly based on the topology of an ontology. The 

major approaches can be classified into two types in measuring 

the semantic similarity. The first one is edge-based which uses 

the properties of the edges as the data source. The other one is 

node-based that makes use of the properties of the nodes as the 

data source. Two major approaches are used for the comparison 

of sets of terms. The first one is the pair-wise approach which 

computes the similarity by merging the similarity value among 

the terms present in the sets. The similar approach namely the 

group-wise approach uses other representations like graphs or 

vectors to perform the comparison. 

In this work, four most prevalent node-based measures are 

chosen. The similarity is calculated using pairwise strategy. The 

measures taken are that of Resnik, Jiang-Con-rath, Lin and 

SimRel. The node-based methods are taken since the edge-based 

methods are prone to several irregularities like the depth of the 

variable and the density of the variable etc. These identified 

measures are clearly based on the Information Content (IC) and 

this measures the specificity along with the informativeness of a 

term d using negative log-likelihood: 

𝐼𝐶 (d) = − 𝑙𝑜𝑔 (d)                                       (6) 

Where log p(d) is the probability of the term d in a specific 

corpus. 

The Resnik can be used to measure the similarity of the 

semantics similarity among the two terms 𝑐1 and 𝑐2 as the IC of 

their Most Informative Common Ancestor (MICA) 

(𝑐1, 𝑐2) =  (𝑐𝑀𝐼𝐶𝐴) = −𝑙𝑜𝑔 𝑃(𝑐𝑀𝐼𝐶𝐴)         (7)  

The Lin and Jiang-Conrath measures has taken the information 

content similar to that of Resnik measure and have revised it as 

follows: 

sim_Lin (c_1,c_2 )= (2×IC_((C_MICA)))/(IC (c_1 )+IC 

(c_2))(8) 

sim_jc (c_1,c_2 )= 1/(IC (c_1 )+IC (c_2 )-2×IC_((C_MICA))+1)

                                       (9) 

SimRel measure combines the advantage of Lin measure and 

Resnik measure. The SimRel measure is proposed as follows: 

simRel(c1, c2) = simLin(c1, c2) × [1 - p(cMICA)] (10) 

IV. RESULTS AND DISCUSSION 

The experimentation is done with two sample job domains 

namely the nurse and Information Technology Professional (IT). 

The proposed SSJOSR is compared with previously existing 

methods namely DOCF and JKO. The proposed system will get a 

better performance and the system is related with the existing 

systems by means of the parameters like recall, precision, 

accuracy and F- measure. These are commonly deployed to 

compare with the algorithms which generated ontology. The 

evaluation is done based on the data sources obtained from the 

web. 

A. Performance Analysis 

Recall, Precision, Accuracy and F- Measure are some of the key 

parameters that are used to compare the performance of semantic 

web query matching which is based on the ontology. 

Precision  = truepos/(truepos+falsepos)     (11) 

Recall  = truepos/(truepos+falseneg)     (12) 

                  Accuracy              =             

(truepos+trueneg)/(truepos+trueneg+falsepos+falseneg) (13) 

F-Measure = 2. (Precision.recall)/(Precision+recall) 

(14) 

Where truepos represents the true positive results, trueneg 

represents the true negative results, falsepos represents the false 

positive results, falseneg represents the false negative results 

The comparison table represents the performance of the method 

that is proposed with that of the existing methods. This is 

represented in terms of two job profiles is illustrated in Table 1. 

 
Table 1 Performance Analysis. 

 
It is clearly evident from Table 1 that the SSJOR provides better 

performance compared to that of DOCF and JKO in the creation 

of ontologies. The tabular representation is interpreted as a graph 

in Figure 1. 

 

 Nurse Information 

Technology 

JK

O 

DO

CF 

SSJO

SR 

JK

O 

DO

CF 

SSJOSR 

Precision 

(%) 

57.

6 

63.

8 

67.

8 

59.

3 

65.

2 

72.2 

Recall 

(%) 

54.

7 

60.

2 

68.

4 

59.

5 

65.

4 

77.6 

Accuracy 

(%) 

61.

7 

66.

5 

74.

8 

58.

1 

64.

3 

75.8 

F-

measur

e (%) 

 

56.

46 

 

61.9

4 

 

67.

5 

 

59.

5 

 

65.

5 

 

75.95 
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Figure 1: Performance Analysis Chart 
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