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#### Abstract

Livelihhood is the achieved by major source of agriculture. In India employment can also be provided by Agricultural sources on larger scale. Developing countries are providing the employment as crucial pandemic time is going on so that many prople are getting benefitted by agricultural means. Developing countries are having major source like $70 \%$ people are dependent on agricultural sources for their survival[1]. Due to non availability of technical education they are dependent on the cultivation of various variety of crops and vegetables. They are using the tradition ancient methods of cultivation. For better cultivation they are required to provide the knowledge of latest tools and techniques. They do not have enough guidance what climate and other means are required to get the maximum yield. They need to be provided sessions to provide them awareness about the lates tools and which crop can be cultivated in which season and what are the factors responsible so that maximum yield can be achieved. When plants are affected by many diseases then cultivation is affected a lot. Chemical spraying effects the human health directly which is used by majority of farmers for disease protection. Identification of forthcoming diseased plants is also a big challenge for farmers. Detection of diseased plants are done by latest techniques. We have done the surveys for the identification of the diseased plants data.
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## I INTRODUCTION:

## II RELATED WORK Data Set Description

The data holds the images of apple - Plant leaf with healthy and infected conditions

Files train.csv - the training set metadata. image - the image ID.
labels - the target classes, a space delimited list of all diseases found in the image. Unhealthy leaves with too many diseases to classify visually will have the complex class, and may also have a subset of the diseases identified.
sample_submission.csv - A sample submission file in the correct format.

1. image
2. labels
train_images - Set Images of Training Data
test_images - The test set images. This competition has a hidden test set: only three images are provided here as samples while the remaining 5,000 images will be available to your notebook once it is submitted.
Table 1 shows the data about different category of leafy patches.we have collected the data for the healthy and other types of patches occurred on the leaves like eye_leaf, Spot etc[2].

| image | labels |
| :---: | :---: |
| 800113bb65efe69e.jpg | healthy |
| 8002cb321f8bfcdf.jpg | scab <br> frog_eye_leaf_spot <br> complex |
| 80070f7fb5e2ccaa.jpg | scab |
| 80077517781fb94f.jpg | scab |
| 800cbf0ff87721f8.jpg | complex |

## Submission data

Image \& labels
We have used the following labels while our implementation of disease detection.

## Category of Labels:-

Healthy
Complex One
frog_eye_leaf_spot
complex frog_eye_leaf_spot
mildew_ powdery
complex
powdery_mildew
rust
Rust Complexity
frog_eye_leaf_spot rust
scab
frog_eye_leaf_spot scab
frog_eye_leaf_spot complex scab
scab 4826
healthy 4624
frog_eye_leaf_spot 3181
rust 1860
complex 1602
powdery_mildew 1184
scab frog_eye_leaf_spot 686
scab frog_eye_leaf_spot complex 200
frog_eye_leaf_spot complex 165
rust frog_eye_leaf_spot 120
rust complex 97
powdery_mildew complex
87
Name: labels, dtype: int64


Figure 1 Labelled data


Figure 2 RGB graph of labelled data

- Dataset is pretty unbalanced as per above pie chart
- Need to chose the appropriate sampling strategy to sort out this issue


Figure 3 Pathological Images of Plant Leaves We have plotted the few images in the training data above (the RGB values can be seen by hovering over the image)[2][9]. The green parts of the image have very low blue values, but by contrast, the brown parts have high blue values. This suggests that green (healthy) parts of the image have low blue values, whereas unhealthy parts are more likely to have high blue values. This might suggest that the blue channel may be the key to detecting diseases in plants[7].

|  | image | labels |
| :---: | :---: | :---: |
| 0 | 800113bb65efe69e.j pg | healthy |
| 1 | 8002cb321f8bfcdf.j pg | $\begin{gathered} \text { scab } \\ \text { frog_eye_leaf_sp } \\ \text { ot complex } \\ \hline \end{gathered}$ |
| 2 | 80070f7fb5e2ccaa.j pg | scab |
| 3 | $\begin{gathered} 80077517781 \mathrm{fb} 94 \mathrm{f} . \mathrm{j} \\ \mathrm{pg} \end{gathered}$ | scab |
| 4 | 800cbf0ff87721f8.j pg | complex |
| ... | ... | ... |
| $\begin{gathered} 1862 \\ 7 \\ \hline \end{gathered}$ | $\begin{gathered} \text { fffb900a92289a33.j } \\ \text { pg } \\ \hline \end{gathered}$ | healthy |
| $\begin{gathered} 1862 \\ 8 \\ \hline \end{gathered}$ | $\begin{aligned} & \text { fffc } 488 f a 4 \mathrm{c} 0 \mathrm{e} 80 \mathrm{c} . \mathrm{p} \\ & \mathrm{~g} \end{aligned}$ | scab |
| $\begin{gathered} 1862 \\ 9 \\ \hline \end{gathered}$ | fffc94e092a59086.j pg | rust |


| 1863 | fffe105cf6808292.jp |  |
| :---: | :---: | :---: |
| 0 | g | scab <br> frog_eye_leaf_sp <br> ot |

Distribution of channai values


Figure4 Distribution of Channel Values
Histograms are a graphical representation showing how frequently various color values occur in the image i.e frequency of pixels intensity values. In a RGB color space, pixel values range from 0 to 255 where 0 stands for black and 255 stands for white. Analysis of a histogram can help us understand thee brightness, contrast and intensity distribution of an image. Now let's look at the histogram of a random selected sample from each category.


Figure 5 Distribution of Red Channel Values

The red channel values seem to roughly normal distribution, but with a slight leftward (Negative skew). This indicates that the red channel tends to be more concentrated at higher values, at around 100 [10]. There is large variation in average red values across images.


Figure 6 Distribution of Green Channel Values
The green channel values have a more uniform distribution than the red channel values but its right skewed, with a smaller peak. The distribution also has a right skew (in contrast to red) and a larger mode of around 160 . This indicates that green is more pronounced in these images than red, which makes sense, because these are images of leaves!

Distribution of blue channol values


Figure 7 Distribution of Blue Channel Values

The blue channel has the most uniform distribution out of the three color channels, with minimal skew (slight leftward skew)[17]. The blue channel shows great variation across images in the dataset.


Figure 8 Distribution of all RGB Channel Values


Figure 9 Histrogram of all RGB Channel Values


Figure 10 Diseased Leaf impression


Figure 11 3D scatter plot for the image in RGB


Figure 12 Parallel categories of plot data

In the above plot, we can see the relationship between all 6 categories. As expected, it is impossible for a healthy leaf to have scab, rust, or multiple diseases. Also, every unhealthy leaf has one of either scab, rust, or multiple diseases. The frequency of each combination can be seen by hovering over the plot[18][19].


Figure 13 3D scatter plot for the image in HSV



Figure 14 Leafy images of different patterns
The second column of images above contains the Canny edges and the third column contains cropped images. I have taken the Canny edges and used it to predict a bounding box in which the actual leaf is contained. The most extreme edges at the four corners of the image are the vertices of the bounding box. This red box is likely to contain most of if not all of the leaf. These edges and bounding boxes can be used to build more accurate models[20].


Figure 15 Leafy images of different patterns
Convolution is a rather simple algorithm which involves a kernel (a 2D matrix) which moves over the entire image, calculating dot products with each window along the way. The GIF below demonstrates convolution in action[18].


The convolution operator seems to have an apparent "sunshine" effect of the images. This may also serve the purpose of augmenting the data, thus helping to build more robust and accurate models.

## Blurring

Blurring is simply the addition of noise to the image, resulting in a less-clear image. The noise can be sampled from any distribution of choice, as long as the main content in the image does not become invisible. Only the minor details get obfuscated due to blurring. The blurring transformation can be represented using the equation below[17[20].

$$
A_{i j k}=A_{i j k}+\mathcal{N}(0,0.1)
$$

The example uses a Gaussian distribution with mean 0 and variance 0.1 . Below I demonstrate the effect of blurring on a few leaf images:


## CONCLUSION AND SCOPE

Our presented work has the detailed explanation of diseased leafy plants with different planes like convoluted, skewed, dim, brightened etc. We have very well mentioned the importance of identification of diseased plants so that maximum yield can be produced for the mankind. Impact of the above said is clearly illustrated in he labels part and patterns of the different diseased leaves are also clearly shown in our research work. We have suggested to follow the pathological approach for broader prospective approach for better cultivation. Paper depicts the deep learning methods Pytorch using the explanatory data analysis to understand the data part very well. We have used the deep learning keras and tensor flow libraries for implementation of Explanatory Data analysis approach.
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