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Abstract—Industrialization, urbanization, and human activity 
have combined to lead to air pollution, which is a major health 
concern for many nations around the world. When it comes to air 
pollution, PM2.5, defined as particles having a diameter of less 
than 2.5 mm, poses a major health danger. It causes a variety of 
symptoms, including respiratory and cardiovascular problems. 
The ability to predict air pollution PM2.5 levels is therefore vital 
for preventing the harmful effects of air pollution. This research is 
being carried out for two reasons. This first objective is to identify 
potential sources of air pollution. As well as incorporating 
meteorological factors, transportation considerations shall be 
taken into account. Lastly, we intend to select the best model      
to predict air pollutant concentrations. To estimate hourly air 
pollution concentrations, we use machine learning and deep 
learning models on the acquired data. 

Index Terms—air pollution, machine learning, deep learning 

 
I. INTRODUCTION 

One of the  most  important  predictors  of  human  health  

is air pollution. Industrialization, urbanization, and human 

activity have combined to lead to air pollution, which is a 

major health concern for many nations around the world. 

According to the World Health Organization, air  pollution 

puts 7 million people’s health at risk. It is a key risk factor   

for a wide range of health conditions, including asthma, heart 

difficulties, throat and eye disorders, bronchitis, lung cancer, 

and respiratory system ailments. Aside from the health risks 

associated with air pollution, it also poses a major danger to 

our planet. When it comes to air pollution, PM2.5, defined    

as particles having a diameter of less than 2.5 mm, poses a 

major health danger. It causes a variety of symptoms, including 

respiratory and cardiovascular problems. The ability to predict 

air pollution PM2.5 levels is therefore  vital  for  preventing 

the harmful effects of air pollution. Pollution emissions from 

sources such as automobiles and industry are the root cause of 

the greenhouse effect, and CO2 emissions are among the most 

significant contributions to the phenomena. Climate change 

has been widely debated at global conferences and has been 

a hot problem for the world for the previous two decades    

due to growing pollution and ozone degradation. Statistical 

linear approaches have been used in the past to handle the 

problem of air pollution prediction, however these techniques 

are poor estimators for air pollution prediction owing to the 

complexity and variance in time-series data. Many machine 

learning strategies for dealing with complicated ways have 

been created during the previous 60 years.Figure 1 showcases 

the major sources of Air Pollution in India. [2] 

 

Fig. 1. Major Sources of Pollution in India 

 
AQI is calculated using 12 parameters according to CPCB 

, including NO2 (Nitrogen Dioxide), NH3 (Ammonia), SO2 

(Sulfur Dioxide), As (Arsenic), CO (Carbon Monoxide), O3 

(Ozone), PM10, PM2.5, O3 (Ozone), Ni (Nickel) and Pb 

(Lead), Most of the time, the AQI is computed using the 

criteria pollutants (i.e. O3, CO, SO2, NO2, PM2.5 and PM10), 

although it is recommended to calculate the AQI using many 

pollutants from the list of 12 pollutants. The choice of 

contaminants, however,  is determined by the  AQI  objectives, 
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averaging period, data availability, monitoring frequency, and 

measuring techniques.The health problems grow as the AQI 

climbs. The AQI’s goal is to enhance public awareness. 

Various pollutants are assigned a single number , name, and 

colour. The AQI is classified as Good, Satisfactory, Moderate, 

Poor, Very Poor, and Severe. The atmospheric concentration 

levels of air pollutants and their possible health consequences 

determine each of these categories.Figure 2 showcases the AQI 

index. 
 

Fig.  2.   AQI Index 

 
This paper’s contributions are summarized as follows: 

• taking into account the latest air quality data available of 

India 

• analyzing and comparing 3 different models to predict air 

quality 

The rest of this work is organised as follows: The second 

section discusses current related studies on  estimating  the  

Air Quality Index. Section III explains the Data set in brief. 

Section IV describes the techniques used in this Study. Section 

V examines the results and Section VI concludes the research. 

II. LITERATURE REVIEW 

A variety of machine learning algorithms for predicting 

pollution levels have been presented in recent years. In this 

part, we showcase and discuss some of the most important 

work in the subject. The exisisting papers are summarised in 

Table I. 

III. DATASET 

We used Kaggle’s ”Air Quality Data in India” for this 

investigation (2015-2020). It is an Air Quality Index (AQI) 

computed from hourly and daily data collected from stations 

across India. This dataset consists of five files: city data, city 

hour data, station data, and additional data , out of which we 

have considered city day and city hour data only . According 

to the website, ”Ahmedabad, Hyderabad, Amritsar, Mumbai, 

Chen- nai, Patna, Gurugram, Delhi, Bengaluru, Lucknow, 

Jaipur, Thiruvananthapuram, and other destinations are among 

those 

covered.” We will focus on the ”City day” and ”City hour” 

datasets for our research, which include 16 characteristics such 

as City, Date, PM2.5, PM10, NO, NO2, NH3, CO, CO2, 

SO, O3, Benzene, Toluene, Xylene, AQI, and AQI Bucket. 

The total number of items in the ”City day” and ”City hour” 

datasets is roughly 29530 and 707880, respectively. 

 

IV. METHODOLOGY 

The goal of this part is to discuss the air quality dataset we 

utilised, how we cleaned and preprocessed the data, and what 

models we used to get the highest level of accuracy feasible. 

 

A. Data Preprocessing 

Like all other sensor data, pollutant data cannot be totally 

free of missing data and abnormal values.Hence, the data 

needs to be cleaned and missing values must be filled.The 

basic flow of data preprocessing is displayed in Figure 3 

 

Fig. 3. Flowchart of Data - Preprocessing 

 

 
B. Prediction Model 

In the next part, we will compare several machine learning 

and deep learning models. 

1) Linear Regression: A linear graph is used in linear 

regression analysis to estimate the value of a variable. The 

dependent variable is the one that must be predicted. The 

independent variable is the variable that you use to predict the 

value of another variable. As a consequence, this regression 

method establishes a linear relationship between x (input) and 

y. (output). Figure 4 shows the general architecture of Linear 

Regression. 
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TABLE I 
EXISTING LITERATURE SURVEY 

 

Reference Paper Year Dataset Used Parameters Used Method Used 

[2] Error Prediction of Air 
Quality at Monitoring 
Stations Using Ran- 
dom Forest in a Total 
Error Framework 

2020 Nine AQ monitoring 
stations measuring the 
concentration of NO2 
in Oslo 

NO2 Random Forest 

[4] Prediction of Air 
Quality in  Major 
Cities of China by 
Deep Learning 

2020 1,615 observation 
stations reported 
hourly AQI data. 
covering China from 
2015 to 2019 

PM 2.5 PM 10 CO2 
CO O3 SO2 NO2 

BPNN CNN GRU 
LSTM BiLSTM 

[5] An Adaptive Kalman 
Filtering Approach to 
Sensing and Predicting 
Air Quality Index Val- 
ues 

2020 AQI concentrations 
from  January  1, 2014 
to December 30, 2018 
in Nanjing 

PM 2.5 PM 10 CO2 
CO O3 SO2 NO2 

Kalman Filtering 
Model 

[6] Sensor-Based Air Pol- 
lution Prediction Us- 
ing  Deep CNN-LSTM 

2020 Data   gathered  across 
the Port of LA from 4 
major sites for 4  years 

O3, CO, SO2, NO2, 
PM2.5, and PM10. 

1D-CNN-LSTM 

 

[7] CNN based Variation 
and Prediction Analy- 
sis of 2m Air Tem- 
perature for Different 
Zones of the Indian 
Region 

2021 Temperature Readings 
of Ahemdabad , Comi- 
batore , Udaipur and 
Balasore 

O3 CO SO2 
PM2.5 PM10 

NO2 ARIMA CNN LSTM 

[8] Air pollutant severity 
prediction using Bi- 
directional LSTM Net- 
work 

2018 numerous sites in New 
Delhi for forecasting 
up to 6 hours, 12 
hours, and 24 hours in 
advance 

O3 CO SO2 
PM2.5 PM10 

NO2 Bi-LSTM 

[9] Based on the n-Step 
Recurrent Prediction, 
a Sequence-to- 
Sequence Air Quality 
Predictor 

2020 Beijing AQI from 
April 2017 to March 
2018 

CO NO2 O3 PM 2.5 
PM 10 

CNN-LSTM ANN 
SVM GRU 

[10] Air Pollution Hotspot 
Identification and Pol- 
lution Level Prediction 
in the City of Delhi 

2020 Bitspi 
API 

Air Pollution Humidity Air Pressure 
NO2 O3 SO2 CO  PM 

2.5 PM 10 

SVM LSTM 

[11] Air Quality Forecast- 
ing Based on Gated 
Recurrent Long Short 
Term Memory Model 
in Internet of Things 

2020 China’s smog data for 
74 city sites from 
2014/1/1 to 2018/1/1 

PM 2.5 PM 10 LSTM GRU 

[12] Temperature 
Prediction Using 
the Missing Data 
Refinement Model 
Based on a Long 
Short-Term Memory 
Neural Network 

2020 Weather data released 
by the Meteorological 
Office of South Korea 
form 1981 - 2016 

wind speed, wind di- 
rection, and humidity 

LSTM 

 
Random Forest: Random Forest Regression is a supervised 

learning technique that use the ensemble learning method for 

regression. The ensemble learning approach is a methodology 

that integrates predictions from numerous machine learning 

algorithms to generate a more accurate forecast than a single 

model. 

A Random Forest Regression model is both strong and 

accurate. It generally works admirably on a wide range of 

problems, even those with non-linear connections. However, 

there is no interpretability, overfitting is possible, and we must 

pick the amount of trees to include in the model. 

2) Convolutional Neural Network: In general, convolu- 

tional neural networks are feed-forward neural networks that 

process data with a grid-like topology to analyze visual 

images. ConvNets are another name for CNN. In convolutional 

neural networks, objects are detected and classified in images. 

Every image in CNN is represented as an array of pixel 

values. A convolutional neural network is made up of pixel 

values convolutioned. Compared to other classification algo- 

rithms, ConvNet requires much less pre-processing. Despite 

primitive methods that require hand-engineering of the filters, 

ConvNets can learn these filters/characteristics with enough 
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Fig. 4. The general architecture of Linear Regression 

 

 
 

 

 

Fig. 5. The general architecture of Random Forest 

 

 

training.Figure 6 shows the general architecture of ConvNet . 

 

 

 

 
 

 

 

 
Fig. 6. The basic architecture of ConvNet 

 
 

V. RESULTS 

Our proposed model’s final prediction results were tested 

and analyzed utilizing three assessment methods: MSE (Mean 

Square Error) and  RMSE (Root Mean Square Error). To 

evaluate performance, the following standard metrics are 

employed. The Table II and III compares the error rates of the 

three models we implemented. 

 
TABLE II 

PERFORMANCE ON CITY DAY 

 

Dataset 

 
Model 

City Day 

MSE RMSE 

 

Linear Regression 
 

1047 
 

32.35 

 

Random Forest 
 

936 
 

30.59 

 

Convolutional  Neural Network 
 

1145 
 

33.83 

 

 

 
TABLE III 

PERFORMANCE ON CITY HOUR 

 

Dataset 

 
Model 

City Hour 

MSE RMSE 

 

Linear Regression 
 

4050 
 

63.63 

 

Random Forest 
 

2445 
 

49.44 

 

Convolutional Neural Network 
 

1834 
 

42.82 

 

 
 

VI. CONCLUSION 

To develop a solution to the air pollution prediction problem, 

we analysed and compared three existing air pollution predic- 

tion techniques. Linear Regression , Random Forest 

Regression and Convolutional Neural Network were the 

approaches used.Error rates have been calculated.It also 

implies that the lower the RMSE number, the higher the 

value.We found that Random Forest algorithm produced best 

result for city day data, giving MSE of 936. And 

Convolutional Neural Network algorithm produced best result 

for city hour data with MSE of 1834, after reviewing each of 

the three approaches mentioned. Based on preliminary 

findings, the suggested model is useful for visualising air 

quality. 

Future study may broaden the field of investigation. We only 

investigated particulate matter and not environmental variables 

due to a limited dataset. Dealing with missing values and 

anticipated abnormalities in the contaminated dataset might 

help increase prediction precision. In continuation of this 

review, one can consider improving accuracy by applying 

Lasso Regression, RNN, Decision Tree and Multibinomial 

Regression. 
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