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Abstract- For tracking and detecting vehicles, use computer 

vision techniques. It is essential to traffic accident detection 

and intelligent transportation systems. On the highway an 

essential component of traffic surveillance is the detection, 

identification, and counting of vehicles. It takes a lot of 

effort to create a traffic monitoring model that performs 

well. Artificial intelligence-based traditional vehicle 

detection systems have weak detecting capability and 

robustness. A deep learning model for vehicle detection, 

tracking, and counting is proposed in this paper and is based 

on an efficient Yolov7 single shot detector and Deep- Sort of 

Multi Object Tracking algorithms. The suggested model 

examines the automobile detection algorithms and suggests 

proposed detection models using moving vehicle footage as 

survey data. When observed under a range of circumstances, 

such as high traffic, nighttime, many vehicles overlapping, 

and part of the vehicle missing, the suggested identification 

system exhibits excellent adaptability. The algorithm can 

accurately detect and identify automobiles based on their 

edge outlines, according to experimental data. YOLOv7-

DeepSORT performs higher in tracking accuracy after 

experimental evaluation as compared to the earlier 

YOLOv5-DeepSORT. 

 

Index Terms- Computer vision, deep learning, Deep-sort, 

Yolo, Yolov5, Yolov7 and MOT. 

I. INTRODUCTION 

oad When it comes to intelligent mobility, one of the 

most significant concerns in the development of smart 

cities is road safety [1]. All road users must be able to move 

through intersections, highways, and roads quickly, safely, 

and accident-free because of intelligent traffic systems. 

Intelligent traffic systems, which frequently have traffic 

video surveillance systems installed, have a particular 

infrastructure that is influenced by technology. Finding 

effective ways to predict accidents before they happen is one 

of the hottest subjects in road safety. Emerging technologies 

for mimicking the human visual system include computer 

vision and deep learning. For the issue of accident 

prevention in traffic safety contexts, a number of solutions 

based on computer vision and deep learning have been 

developed [2]. Vehicle type recognition is a vital tool for 

making traffic surveillance videos [20]. A non-intrusive, 

low-cost method to count vehicles is a software-based 

system that uses a video camera and computer vision 

algorithms. The ability to replace hardware-based systems 

has also been shown to be greatly enhanced by recent 

developments in object detection and tracking technologies 

and rising computing power. Generally, object tracking 

refers to the recognition and detection of several targets in 

the video, such as people, vehicles, animals, etc., without 

knowing the specific number of targets. In order to perform 

further trajectory prediction, accurate search, and other 

operations, various targets have separate IDs. In addition to 

the difficulties associated with Multiple object tracking [3], 

such as occlusion, deformation, motion blur, crowded 

environments, fast motion, changes in illumination, scale, 

and so forth, vehicle tracking also has to deal with more 

complicated issues like trajectory initialization and 

termination, mutual interference between similar targets, and 

so forth. Target detection performance has increased 

dramatically in recent years because of the rapid growth of 

deep learning and the idea of detection-based tracking has 

also come into being [23]. It has swiftly established itself as 

the foundation for multi-object tracking in use today, 

considerably advancing multi-object tracking activities. To 

track and identify the vehicles in the video frame, a 

convolution neural network technique based Yolov7 deep 

learning is use to detect vehicles and create IDs of the 

detected vehicles, after that frame by frame tracking vehicle 

by deep sort tracker in the proposed model. 

 

II. RELATED WORK 

Three categories can be used to classify the present Multi 

Object Tracking (MOT) framework: MOT based on joint 

detection and tracking [24], MOT based on attention 

mechanism [25], and MOT based on tracking by detection 

(DBT) [4]. The DBT framework's methodology begins with 

identifying the targets in each frame of the video sequence, 

cutting the targets in accordance with the bounding box, and 

obtaining all of the targets in the image. It therefore becomes 

the issue of target correlation between the front and back 

frames. The IoU, appearance feature, and other methods are 

used to generate the similarity matrix, and the Hungarian 

and greedy algorithms are used to solve it. This type of 

algorithm's object detection network performance 

determines how well it tracks objects. The YOLO series 

network is currently the most popular detection network. 

The YOLO algorithm, developed by Redmon et al. in 2015, 

uses the entire image as its input and gets the bounding box 

R 
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and detection result right away [5]. This technique is quicker 

than existing algorithms at 45 frames per second frame 

detection. Instead of moving the window, the YOLO 

algorithm breaks the original image into small, non-

conforming squares, deforms those squares, and then builds 

a map of those-sized objects. According to the analysis 

above, each feature in the feature map is likewise a little 

square that corresponds to the original image [6]. The target 

of those central points in the little square can then be 

predicted by using each element. When compared to 

YOLOv1, YOLOv2 has three key advantages: batch 

averaging; employing high-resolution photos, improve the 

categorization model [7]; the use of an a priori box In order 

to acquire a priori box dimensions, YOLO2 first used K-

means clustering. YOLO3 continues this process by setting 

three priority fields for each down sampling scale, yielding a 

total of nine a priori sizes the box is clustered in. The most 

notable enhancements of YOLO3 are: alterations to the 

network's architecture; for object detection, multilevel 

function is utilized [8]. Soft-max is replaced by object 

classification, which uses logistic classification [9]. The 

YOLOv4 research introduced the top-down PAN feature 

fusion approach [10]. Before adding the image tensor to the 

backbone, a model with the majority of its parameters in 

YOLOv5 employs the Focus module. Focus: Subnetwork 

Sampling; PAN: Top-to-bottom function fusion; SPP: 

function fusion [19]. The two tracking algorithms for Multi 

Object Tracking that are most concerned with safety are 

SORT [11] and DeepSORT [12]. Kalman filter and 

Hungarian matching are features of SORT. The Kalman 

filter is used to anticipate the target's position [13], and 

Hungarian matching [17] is used to compare the prediction 

results of object detection networks like YOLO with those of 

the Kalman filter. But in reality, there are a lot of identity 

flips in the algorithm because of the changing target motion 

and frequent occlusion. as a result, the proposed DeepSORT 

with improved efficiency by adding cascade matching and 

additional functions on top of it. MOT, which combines 

detection and tracking framework, is based on detection and 

tracking [14]. This type of algorithm typically finds the two 

nearby frames in the video and employs a variety of 

techniques to assess how similar the targets are in the two 

frames that are being tracked and predicted. 

III. METHODOLOGY   

A. Architecture of yolov7 

The real-time object detection model for computer vision 

tasks with the highest accuracy and speed is YOLOv7. In 

general, YOLOv7 offers a quicker and more robust network 

architecture that offers a better feature integration approach, 

more precise object detection performance, a more robust 

loss function, and an improved label assignment and model 

training efficiency. The amount of parameters and 

computational density of a model are the two main 

considerations for extended efficient layer aggregation 

networks is a backbone of yolov7. The input/output channel 

ratio and element-wise operation have an impact on the 

speed of network inference; according to the VovNet and 

CSPVNet models (CNN aims to make DenseNet more 

efficient by integrating all features just once in the last 

feature map). E-ELAN, which YOLO v7 dubbed after 

extending ELAN, The main benefit of ELAN (Efficient 

Layer Aggregation Networks) was the ability to better learn 

and a deeper network by managing the gradient path. A 

compound model scaling strategy can be used to better 

optimize the YOLOv7. For concatenation-based models, 

width and depth are scaled in this case coherently. After 

training, re-parameterization is a method used to enhance the 

model. Although the training duration is extended, the 

inference outcomes are enhanced. To complete models, two 

types of re-parameterization are used: model level and 

module level ensemble. These two methods can both be 

used to re-parameterize models at the model level. Train 

several models with the same parameters and different 

training data. To get the final model, then, take the average 

of their weights. A model's weights at many epochs are 

averaged. Re-parameterization at the module level has 

become very popular in research recently. The model 

training procedure is divided into several phases using this 

approach. The final model is created by ensemulating the 

outputs. The architecture of re-parameterized convolution in 

YOLOv7 makes use of RepConv [15] without identity 

connection (RepConvN). The goal is to prevent identity 

connections when re-parameterized convolution is used to 

replace a convolution layer with residual or concatenation. 

The lead head in YOLOv7 is referred to as the final output 

head. And the Auxiliary Head is the head that helps with 

middle-layer training. Label Assigner is a method that 

assigns soft labels after taking the ground truth and network 

prediction outcomes into account. The YOLOv7 network's 

Lead Head makes predictions about the outcome. These final 

results are used to generate soft labels. The crucial aspect is 

that the identical soft labels that are generated are used to 

calculate the loss for both the lead head and the auxiliary 

head.  

 

                         Figure 1: Yolov7 Architecture 

B. DEEPSORT 

Frame-by-frame data correlation is handled by the SORT 

method using a straightforward Kalman filter, and 

correlation is measured using the Hungarian technique. This 

algorithm has produced positive results at high frame rates. 
However, when SORT disregards the detected target's 
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appearance feature, its accuracy depends on how uncertainly 

the target state is estimated. Additionally, in order to 

increase tracking efficiency, SORT deletes targets that have 

not been matched in a continuous frame; however this leads 

to the ID switch problem, in which the ID given to the target 

is simple to alter on a regular basis. DeepSORT is a 

computer vision tracking technique that tracks objects while 

giving each one a unique ID. The SORT (Simple Online 

Real time Tracking) method has been extended by 

DeepSORT. In order to eliminate identity switches and 

improve tracking, DeepSORT incorporates deep learning 

into the SORT algorithm. 

 
                 Figure 2: DeepSort tracking procedure 
 

The Kalman filter is an essential part of deep SORT. Eight 

variables make up our state: (u, v, a, h, u', v', a, h’), where 

(u,v) are the centre’s of the bounding boxes, (a) is the aspect 

ratio, and (h) is the height of the image. The other variables 

are the variables' individual velocities. The Kalman filter 

assist in accounting for noise in detection and makes use of 

prior state to forecast a suitable match for bounding boxes. 
For tracking, a Kalman filter and Hungarian algorithm 

combination is applied. Here, the Hungarian technique 

supports frame-by-frame data association by applying an 

association metric that computes bounding box overlap 

while Kalman filtering is carried out in image space. The 

final level of matching is performed by DeepSORT using 

IoU [16] matching, which can reduce significant alterations 

brought on by apparent mutations or partial blockage. 

Additionally, in order to extract a differentiating feature 

embedding from the output of the object detection network 

for the purpose of computing similarity, DeepSORT adapts  

ReID model. 

 

Proposed DeepSortAlgorithm  

 

1. YOLOv7 detects and records the position and position 

ID of the detection boxes for the vehicles it finds in the 

video frame. 

2. Kalman filtering predicts the position of the vehicles 

while saving the position and the ID of the predicted 

boxes. 

3. All newly predicted frames are kept in a temporary unit 

for the subsequent detection and prediction phase. 

4. Position division is carried out for each newly projected 

frame position, and various thresholds are defined for 

various position areas. Calculate the distance between 

the newly appearing box and the previously appearing 

boxes by comparing the positions of all expected boxes 

that have already materialized. This is regarded as the 

subsequent position of a particular box that has 

previously appeared when the Euclidean distance to it 

less than the predetermined threshold is. 

5. Update the previously predicted box's position to the 

recently predicted box's position and wipe the 

previously predicted box's ID. Compare the updated 

estimated position to the previous ID. 

6. Coordinates of tracked bounding boxes are the output. 

 

IV. EXPERIMENTAL  RESULTS AND ANALYSIS 

In this research experiment, use three training datasets: the 

COCO128 data set, the COCO2017 data set, and the Self 

Custom SC_ COCO datasets—are used to examine the 

structure and performance of YOLOv7's network. I choose 

the COCO128 dataset because I don't sure if the network's 

training set, which consists of 128 photos of various classes, 

would produce the same results as the final YOLOv7 

network output. In order to produce the best test results, they 

would produce the same results as the final YOLOv7 

network output. In order to produce the best test results, the 

parameters and training scales are set accordingly. We 

validate the test results' accuracy using the COCO2017 

dataset and the self-made me dataset to obtain high accuracy 

in vehicle identification and recognition. This article also 

contrasts the other sophisticated networks to show how far 

the network models have advanced. 

 

A. Dataset 

Both the COCO128 and COCO2017 datasets used in the 

experiments are from the official COCO dataset website. 

The Microsoft Image Recognition team's data collection, 

known as COCO (Common Objects in Context), is fully 

named. COCO records now include three types of labels: 

JSON-stored object instance, object key point, and caption. 

Training, Validation, and Testing are the three sections of 

the COCO2017 dataset used in this study. Total storage is 

about 25 GB and each part contains 118,287, 5,000, and 

40,670 images. The training and validation datasets contain 

annotations, but the test dataset does not contain label 

information. Now there are 80 categories in the dataset, most 

of which are collections of target detection information for 

instance, persons, automobiles, car, trucks and buses etc. 

The self-made custom dataset includes 4456 images of the 

front, 8914 images of the roof, 1108 images of the back, and 

20,880 images of other objects (strong light, night, multiple 

front and rear, etc.). 

 

B. Experiment Environment  

 

The experiment's primary hardware and software 

configuration is as follows: The computer's operating system 

is Windows 10 64-bit, the compilation environment is 

python 3.8; Anaconda with Tensorflow, the visual card is an 
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NVIDIA GTX 3080Ti with 8GG of RAM, the processor is 

an Intel ® Core i5-4590 running at 3.30GHz. 

 

C. parameter settings for model 

 

The ir0 learning rate, an essential hyperparameter [18] in 

supervised learning and deep learning, controls whether and 

when the objective function converges to the local 

minimum. The objective function can reach the local 

minimum in a timely manner with the right learning rate. 
When using the gradient descent method, momentum is a 

typical acceleration strategy to quicken convergence. To 

avoid over fitting, use weight decay. Weight_decay is a 

coefficient in the loss function that comes before the 

regularization term. In general, the regularization term 

reveals how sophisticated the model is. In order to modify 

the effect of model complexity on the loss function, weight 

decay serves this purpose. The complex model loss function 

will have a high value if the weight decay is high. Box is a 

language created specifically to make vector drawings 

simpler. In computer vision, anchor has an anchor point or 

an anchor box [21]. A fixed reference frame is represented 

by the anchor box, which frequently appears in target 

detection. Table 1 displays the parameters of configurations 

used for network training. 

        
Type                Value set 

Learning rate 0.0031 

momentum 0.84 

Weight_dekey 0.00037 

Box 0.0297 

Anchor 0.90 

           

                 Table 1: The parameter configurations 

 

 

D. Analysis of Result 

 

The following table 2 displays the FPS and run times for 

various iterations of the models on the three videos as a 

result of the YOLOv7 test. 

 
 

Models 

    First Video  Second Video Third Video 

Inference 

time 

FPS Inferenc

e time 

FPS Inferenc

e time 

FPS 

Yolov4  14.8  14.8  14.8 

Yolov5 7.0 142 7.61 126 8.20 122 

Yolov5 

large 

29.1 35 28 35 28.81 35 

Yolov7 51.2 18.7
5 

49.5 20.2 50 20 

     
Table 2: FPS Comparison of different Detection Models 

 

The following evaluation metrics were employed in the 

experiment: 

Tracking Accuracy (TA) - False positives, missed targets, 

and identity shifts are the three error factors combined in this 

measurement. 

Tracking Precision (TP) - A summary of total tracking 

precision measured by the amount of ground-truth and 

reported position bounding boxes overlap. 

IDF1 Score - the proportion of accurately identified 

detections to the usual number of computed and ground-

truth detections. 

Target Tracked (TT) – it is a proportion of ground-truth 

trajectories that a track hypothesis covers for at least 80%. 

Table 3 shows that YOLOv7-DeepSORT vehicle tracking 

and detection is stronger to YOLOv5-DeepSORT. 

 
Model TA TP  IDF1 TT 

Yolov5s 39.60 80.85 52.39 15.45% 

Yolov5m 39.01 81.87 51.56 17.41% 

Yolov5i 40.77 81.56 52.43 20.70% 

Yolov7 40.92 82.08 53.65 20.92% 

               

             Table 3:  Tracking performance is compared. 

 

Compared to YOLOv5-DeepSORT [22], this network has a 

greater tracking accuracy. 

V. CONCLUSION AND FUTURE WORK 

The objective of this work is to create an application that is 

speedy and precise enough to achieve the task of tracking 

and identifying automobiles in real-time. The DEEP-SORT 

algorithm will be in charge of tracking the vehicles 

recognized frame by frame while the YOLOV7 object-

detection model is being trained and refined to detect our 

objects (car, truck, and bus etc). This end-of-degree 

application was created with the express purpose of 

enhancing autonomous vehicle video surveillance systems 

and smart city traffic management. In both a challenging 

situation and weather conditions, the algorithm has a high 

identification rate and recognition speed. In addition to 

running quickly, YOLOv5s significantly minimizes the 

model's storage requirements. To create YOLOv7-

DeepSORT, we add YOLOv7 as an object detection network 

to Deep-SORT. Compared to YOLOv5- DeepSORT, this 

network has greater tracking accuracy, according to 

experiments. The experimental findings on a difficult data 

set evaluated at various camera heights, Rear View of the 

Vehicles, and angles showed flexibility and The suggested 

method's accuracy is good. The classification of automobiles 

is one upcoming project that will increase the system's 

dependability. It is beneficial to include a classification 

procedure because it further enhances the performance of 

detection. 
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