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Abstract—Today almost everyone around the 

globe is using emails with various purposes and 

hence an efficient growth in the  no. of spam emails 

is witnessed with time which creates problem for 

theiusers to find their genuine/ham emails because 

of which their precious time is wasted and the 

system becomes less efficient. This is where E-mail 

spam/ham detectionHcomes into play, playing a 

significant role in classifying the emails into spam 

or ham respectively and thus saving users a lot of 

time to fetch their E-mails. This research paper 

aims to apply the ML algorithm i.e. multinomial 

naïve bayes classifier to classify E-mails into spam 

or ham.We are also going to compareithe 2 

methods of vectorizing that are the Bag of Words 

(BOW)  & Term frequency -Inverse document 

frequency (TF-IDF) models. 

Keywords—email spam detection, ham or spam, 

bag of words, term frequency -inverse document 
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I. INTRODUCTION 

A.    Overview  

Email is now one of the most important forms of 

communication. A study estimated that there are 

around 5 billion accounts and the number is much 

more higher for the number of emails flowing 

everyday. Due to this type of extensive use spam is 

one of the majorithreats posed to email users. A 

study found out that approx.. 70% of all email flown 

were spam in 2013. Now lets see why spam emails 

are a problem to us. Spam emails can be defined as 

the fake and useless emails send by the people itself 

either to promote their organisation/company or to 

make frauds and make money by cheating them . 

B.    Motivation 

The E-mail users waste a lot of their precious time 

inisorting spam E-mails. Numerous copies of same 

messages are transmitted too many times which not 

only effects a company or  organisation but also  
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irritates the receiving user,  causing stress, irritation 

and a tedious work performing this task to filter. 

Therefore, an effective spam filtering system will be 

an important contribution to the society ,which can 

easily filter out the emails and taking the burden 

away from the email users. Here, we will be using 

Multinomial naïve bayes classifier for the 

classification of E-mails into spam/ham.  

C.    Naïve Bayes 

Naïve Bayes algorithm is a supervised ML 

algorithm which is based on famous Bayes 

theorem.This algorithm is highly used in text 

classification including high dimensional training 

dataset.We will be using multinomial Naïve bayes 

and holdout technique for email spam filteration. 

II. RELATED WORK                

A great deal of research work has already been 

dedicated to this field and is still going on everyday 

to increase the efficiency of the system.We have 

read the following  papers  related with E-mail 

Spam/ham Detection. Researchers and scientists are 

constantly working to make the models more 

efficient to identify the spam mails. Works of some 

researchers have been discussed here below. 

[1]  A research in which an author proposedg an E-

mail filtering system usingi 2 different features 

selection methods to classify and at last the featuresg 

are selected using TF-IDF and rough set theory 

method. 

[2] Another research includes implementation of K 

Nearest Neighbours algorithm & Naïve Bayes 

algorithms which shows precise results when 

applied on pre-processed data. 

[3] A group of researchers made an email spam 

detection model by using the naïve bayes and the J48 

classifier and then compared them in which they 

found out J48 performing well than the naïve bayes 

classifier. 

[4] Authors proposedianiontology kind of based 

email filtering and classification method. The 

considered dataset they used  is classifiediusingiJ48 

decisionitree based algorithm.  
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III.  DATASET 

The dataset we used to train our model is email 
dataset. This is a very popular and a very common 
dataset among many data analysts/scientists who are 
workingiin this email spam detection field. 

Our dataset name is emails.csv and it has been taken 
from Kaggle.com .It contains a total of 5695 unique 
emails out of which  4327 are ham emails and 1368 
are spam emails ,hence in order to make the dataset 
equal we removed 2959 ham emails and finally our 
new dataset includes 1368 ham as well as spam 
emails. The emails.csv contain 2 columns text and 
spam in which the text columns have all the email 
messages and the spam column contains 2 values i.e. 
1 denoting spam emails and 0 denoting ham emails. 
Below shows the dataset of first 5 emails: 

           TABLE 1.    EMAILS CLASSIFIED AS SPAM/HAM 

 

Below we have a representation of length of emails 
in our dataset: 

 

                    Fig 1. Graph length of email vs no. of Emails  

Y-axis shows number of emails containing lengths 
on the X-axis. So here it shows there are all the types 
of emails available i.e. of various lengths. 

 

 

Fig 2. Equalising the no. of spam and ham emails for genuine 
results  

 

IV.  EXPERIMENTAL DESIGN 

This column will highlight all the work we had done 
in this project. 

A. Validation Technique Used 

Here we are using the holdout validation technique. 
Hold-out is when you split up your dataset into a 
‘train dataset’ and ‘test dataset ’ set. The training set 
is on what the model is trained on, and the testing 
dataset is used to see the performance of the model 
on the unseen test data. For splitting data we have 
split our dataset into 70% training and 30% test data.  

B. Performance Metrics 

The Performance metrics we have used in our model 
are accuracy, precision and F1 score. 

True Positive (TP) – Situations where both the actual 
and predicted class are 1. 

True Negative (TN) − Situations where both the 
actual and predicted class are 0. 

False Positive (FP) – Situation where  actual class of 
input data is 0 but the predicted class turns out 1. 

False Negative (FN) − Situation where  ,actual class 
of input data is 1 but the predicted class turns out 0. 

 

1) Accuracy 

It isithe mosticommon and thei most primitive 
performanceimetric used in classification algorithms. 
It is defined as no. of correct/true predictions  divided 
by the total no. of predictions. 

ACCURACY =
𝑇𝑃 + 𝐹𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

                                                                               (1)    

2) Precision 

Precision basically means no. of correct prediction 
returned by the model we have built. We can easily 
calculate it by formula: 
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PRECISION =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

                                                                       (2) 

 

3) F1-Score 

This is considered to be one of the finest and better 
performance measure than the latter. It is defined as 
the harmonic mean of recall & precision. 
Mathematically, it is equal to the weighted average 
of  recall & precision. Worst value it can take is 0 and 
the best is 1. It is calculated as : 

 

RECALL =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

                                                                   (3)                                

(4) 

C. Pre-processing 

We have done a series of pre-processing on our data 
in the following order: 

a) Removed duplicate data from the dataset and 
checked for null values which in our case was 0 so 
no further processing was required 

b) Made the number of spam and ham emails equal 
in number. This is to make sure so that the predicted 
results are more real as both of them are equal and is 
not dominated by only 1 single class. 

c) Removed the first word i.e. ‘subject:’ from all the 
text messages as it was unnecessary. 

d) Removed all the punctuations, numerical values, 
stop words from each and every text, made sure every 
word is in lower case and at the last did stemming of 
all the words in the mail. Stemming is often defined 
as the procedure of reducing a word to its 
word stem  known as lemma. It is done in order to 
remove the extra columns formed by the words that 
mean the same but are just in other form ex. visit, 
visited ,visits etc. 

D. Algorithms Used 

Naïve Bayes The naïve bayes is a very good algo it 
Naïve Bayes algorithmiis one of the machine 
learning supervised learningialgorithm, which is 
basedion the famous Bayes theorem .The algorithm 
is highly used in text classification problems  
including  high-dimensionalitrainingidataset. 

Naïve Bayes Classifier isi one of thei simple and 
most efficient Classificationialgorithms which helps 
us to build fast ML models as well as efficient 
training and testing to make correct and fast 
predictions. It is a probabilistic classifier, the whole 
basis of the algorithm depends on the probabilities 

calculated which meansiit predicts on the basisg of 
the probabilityg of an object. 

Bayes' Theorem I must say not so good but not too 
Bayes theorem also known as Bayes' RuleioriBayes' 
law,  isiused in determining the probability of a 
hypothesis withiprioriknowledge. It futher also 
depends on the conditionaliprobability.  

Bayes Theorem formulates the following:  

 

For more than one features given that they are strictly 
independent of each other (x1,x2,…xd) the formula 
now becomes: 

     (5) 

      (6) 

Types of Naïve Bayes Model: 

The 3 types of Naive bayes model are given below: 

Gaussian: TheiGaussianimodel works for only 
features that follow ainormal distribution i.e. if 
predictors take continuous values instead of discrete, 
means the values are a result of gaussian distribution. 

Bernoulli: The Bernoulli classifieriworks similar to 
the Multinomial, but the predictor variables here are  
independent Booleans variables( 0 or 1) it’s a bit 
complicated but yes it works this way .Such that if a 
certain word isipresent in a document or not. The 
model is preferred where we are not concerned about 
the frequency of the word and the only thing that 
matters is whether the word is present or not as 
simple as that. This model is widely used in 
document classification.  

Multinomial:  Multinomiali Naïve Bayes classifier is 
used iwhen the idata is multinomialidistributed 
basically depending upon the frequency of each word 
in every text or document. It’s primarily used in 
document classification problems like to classify a 
particular document into categories such as Sport, 
Politics, Education, etc.This classifier uses word 
frequency for  predictors. 

In the project we are using the Multinomial Naïve 
Bayes Model. 

MultinomialNB is basically the   implementation of  
naïve Bayes algorithm for multinomially distributed 
data.  

https://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.MultinomialNB.html#sklearn.naive_bayes.MultinomialNB
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It is one of the 3 classical naive Bayes variants as 
shown above that is widely used in text 
classifications (where  data is represented as word 
vector counts or Bag Of words (Bow), and also TF-
IDF vector also get the privilege to run on this 
model). The distribution is essentially perfomed  
parametrized by vectorsiθy=(θy1,…,θyn) for each 
classiy,(here we have just 2 classes i.e. 0-ham & 1-
spam )where n implies the no. of features (i.e. it is the 
size of vocabulary) & θyi  is  P(xi∣y) of feature i and 
it simply means that n is equal to the number of 
unique words in the incoming text also the power of 
each P(xi∣y) is equal to the number of times the 
particular word is present in the incoming text . 

The parameters θy is calculated by the formula stated 
below it uses a special parameter whose use is stated 
below: 

                   (7) 

where Nyi=∑x∈Txi  denotes the Frequency or the 
no. of times the word i is appearing in a particular 
class, and Ny=∑i=1nNyi denotes the total number of 
words present in a particular class y. 

The α is an important parameter here as it 
prevents a particular probability of becoming 0 , this 
is important because there might be case where the 
whole probability is becoming 0 due to absence of 
some word. Initially multinomial uses α=1 and is 
also called Laplace smoothing . 

1. Bag of Words Model (BoW) 

This is one of the most used and efficient model for 
vectorization that is converting words/strings to a 
unique number that can be recognised by the 
compiler .The Bag of words (BOW) model is the 
simple form of text representationiin numbers.. 

2. Term Frequency-Inverse Document Frequency 
Model (TF-IDF) 

It is the upgraded version of bag of words model 
vectorizer where it is related to the importance of a 
particular word in a particular text compared with  
the whole document .Below is demonstrated how 
importance for every word in every text is calculated. 

Term Frequency (TF) 

It is the Measure of how frequent a term ‘t’, appears 
in a document/text . Here n is the no. of times the 
term ‘t’ comes in each text/doc. Thus, each and every 
text term of each and every text would have its own 
Term Frequency value . 

    (8) 

 

 

Inverse Document Frequency (IDF) 

IDF is the Measure of howiimportant or significant a 
term in a docunment is. This when combined with the 
above calculated term frequency gives the overall 
importance of each word in each text. 

   (9) 

         (10) 

Bag of words justicreates aiset of string to number 
convert vectors containing count of word 
occurrences in all text messages , while the TF-IDF 
model being the higher version of the latter brings 
focus on information on the more important words as 
well as the less important words. 

V. RESULTS AND ANALYSIS 

Here we will show the results that we got for our 2 
models using the classification report. 

Bag of Words (Bow) Model 

 

The ROC curve and AUC score: 

 
                              Fig 4. ROC curve-BOW model 

 

We can see that we got pretty good results with an 
accuracy of 98.66 % hence the model is pretty good 
for email spam detection. 

 

Term Frequency-Inverse Document Frequency (TF-
IDF) Model 
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The ROC curve and AUC score: 

 
                            Fig 5. ROC curve-TF-IDF model 

This model also showed great results also with an 
accuracy of 98.41 although the predicted correct 
results were a slightly less than the bag of words 
model it still is considered more better model due to 
functionality of giving higher value to the more 
important words in the dataset. 

             TABLE 2: FINAL RESULTS FOR EACH MODEL 

 

VI.  CONCLUSION 

With the help of different libraries, functions and 
algorithms we were able to perform email spam 
detection i.e. to classify an incoming mail as spam or 
ham along with this we got very good results on our 
testing dataset.  

We used performance measures like accuracy, 
precision, F1-score and AUC score to test our model 
and got an accuracy around 98% ,we got good results 
but we can work further on bigger dataset and try to 
improve the model further. Some of the things we can 
do is make pre-processing like we can work upon the 
alpha value that is been used in the multinomial naïve 
bayes classifier all of this can be worked upon to 
make the model more efficient on both small and big 
datasets that can be implemented in real world. 
Further we can also use the boostingitechnique in 
machine learning to remove weakiclassifier learning 
functions and replace them with strongiclassifier 
one’s which is basically to reduceibias in the model. 
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