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Abstract - Sign language is a visual language used by millions of 

people worldwide who are deaf or hard of hearing. Sign language 

recognition (SLR) has been an active research area in the field of 

human-computer interaction for several decades. Sign Language, 

which is a combination of hand and facial gestures, is used as a 

method of articulation by this community. However, not everyone 

knows these gesture languages. Thus, deafness and loss in hearing 

capabilities impacts their ability to communicate, which further 

leads to social isolation. SLR is essential to build an inclusive 

society. SLR helps to automate the conversion of SL to text or 

voice. With the availability of low-cost sensors and advancements 

in machine learning techniques, there has been a growing interest 

in using sensor data for SLR. Sensor-based SLR (SSLR) has the 

potential to improve the accuracy and robustness of the 

recognition system and enable the development of portable and 

wearable SLR devices. This review paper provides a 

comprehensive overview of the existing techniques for SLR using 

sensor data. The paper discusses the data acquisition, 

preprocessing, feature extraction, selection, and machine learning 

models used in SSLR. The review paper also highlights the 

challenges and limitations of the existing techniques and provides 

insights into future research directions and opportunities.  
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I. INTRODUCTION 

A. Overview 

Sign languages are visual languages used by the deaf and 

hard-of-hearing communities to communicate with each 

other. Unlike spoken languages, sign languages use a 

combination of hand gestures, facial expressions, and body 

movements to convey meaning [1]. There are over 300 

different sign languages used worldwide, each with its own 

grammar, syntax, and vocabulary. SLR is a field of research 

that aims to develop computer systems capable of 

recognizing sign language gestures in real-time. The goal of 

SLR is to facilitate communication between deaf and 

hearing individuals and provide greater accessibility to 

information and services for the deaf community. 

 

One of the main challenges in SLR is the variability [2,3] 

and complexity [4,5] of sign language gestures. Sign 

language gestures can vary in speed [6], direction [7], and 

orientation [8], and can be affected by environmental 

factors such as lighting [9] and background [3,5,10]. To 

address these challenges, researchers have explored the use 

of sensor data for SLR. 

 

SSLR involves using sensors such as accelerometers [11], 

gyroscopes [12,13], gloves [14,15], and flex sensors [14,16] 

to capture the movement and orientation of the hands and 

fingers during sign language gestures. The data captured by 

the sensors is then processed and analyzed using machine 

learning algorithms to recognize the sign language 

gestures.SSLR has shown promising results in improving 

the accuracy and robustness of SLR systems. It could enable 

portable and wearable devices, making sign language 

communication more convenient. 

 

This review paper provides a comprehensive overview of 

the existing techniques for SLR using sensor data. The 

paper discusses the data acquisition, preprocessing, feature 

extraction, selection, and machine learning models used in 

SSLR. The paper also highlights the challenges and 

limitations of the existing techniques and provides insights 

into future research directions and opportunities. 

 

B. Motivation 

The motivation for this review paper on SLR using sensor 

data stems from the need to improve the accessibility of 

communication for the deaf and hard-of-hearing 

communities. Traditional SLR systems have relied on 

video-based approaches, which can be limited by factors 

such as lighting and background noise [17,18]. By contrast, 

SSLR has the potential to improve the accuracy and 

robustness of SLR systems, making communication more 

accessible and convenient for the deaf and hard-of-hearing 

communities [14]. Moreover, the availability of low-cost 

sensors [19] and advancements in machine learning 

techniques have opened up new possibilities for SSLR. This 

paper reviews SLR techniques using sensor data, noting 

strengths, limitations, and future research potential. Overall, 

the motivation for this review paper is to contribute to the 

ongoing efforts to improve the accessibility of 

communication for the deaf and hard-of-hearing 

communities. By providing a critical analysis of the existing 

techniques and identifying future research opportunities, 

this review paper aims to advance the field of SLR and pave 

the way for the development of more effective and efficient 

SLR systems. 
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C. Background 

SLR using sensor data is a research field that aims to 

develop algorithms and systems capable of interpreting and 

recognizing sign language gestures using data from 

different sensors such as accelerometers, gyroscopes, and 

flex sensors. The process typically involves collecting data 

from sensors attached to the user's hand or body as they 

perform sign language gestures. This data is then processed 

and analyzed using machine learning algorithms to 

recognize and interpret the gestures. Using numerous 

sensors, SSLR collects data on gestures. The recognition 

model is used to draw conclusions after data analysis. To 

recognize hand gestures, various types of sensors are 

attached to the hands. Data is recorded and analyzed every 

time the hand is moved. Gloves with sensors that can detect 

finger and hand bending and orientation are used in this 

approach. Gloves with sensors measure the tension and 

pressure between fingers. The most well-known sensor-

glove technologies include smart gloves [14,20], data 

gloves [21,22], and CyberGlove [23]. Data gloves are 

excessively costly and painful to wear, which restricts their 

appeal, even if systems based on them achieve higher 

performance than other methods [24]. Sensors can be 

embedded in wearable devices such as gloves, wrist bands, 

or rings to combat this. 

 

The remainder of this paper is organized as follows. Section 

II includes a brief review of the datasets used to test and 

train SSLR models. Section III gives an overview of the 

sensor technologies used in SSLR. Section IV, V and VI 

present a review of the different techniques of data 

preprocessing, feature extraction and dimensionality 

reduction used. The commonly used machine learning 

models in SSLR are reviewed in Section VII. Finally, we 

summarize the applications, main challenges and future 

scope in CSLR in sections VIII, IX and X respectively, and 

conclude the work in Section XI. 

 

II. DATASETS 

There are several datasets that are commonly used in SSLR 

research. Here are some examples: 

 

1) RWTH-BOSTON-50 Sign Language Corpus: This 

dataset contains recordings of 50 different sign 

language gestures performed by 20 different signers 

using data gloves. The dataset includes sensor data, 

video data, and annotations [25,26]. 

2) Chalearn LAP IsoGD Dataset: This dataset contains 

videos of isolated gestures performed by multiple 

signers using data gloves and Kinect sensors. 

3) BVC3DSL: BVC3DSL is a 3D Indian sign language 

motion capture dataset consisting of 700 classes, each 

with 50 sign videos captured from five different 

signers. 

4) HDM05: This is a motion capture dataset that contains 

over three hours of well-documented and 

systematically recorded motion capture data in both 

C3D and ASF/AMC data formats. This dataset 

includes nearly 2337 sequences and 130 motion 

classes performed by five actors. 

5) American Sign Language Lexicon Video Dataset: 

This dataset contains recordings of 1,000 different 

sign language gestures performed by 9 different 

signers using a Kinect camera. The dataset includes 

video data and annotations. 

 

These datasets are widely used in research on SSLR and 

have contributed to the development of new techniques and 

algorithms for SLR. It is important to note that there are 

other datasets available as well, and the choice of dataset 

depends on the specific research objectives. 

 

III. SENSOR TECHNOLOGIES 

 
Fig 1: A summary of different sensor technologies. 

SLR using sensor data is an active area of research, and 

there are several existing techniques that have been 

developed and evaluated. These techniques can be broadly 

categorized into two types: glove-based and 

accelerometer/gyroscope-based [12,27]. 

 

Data glove-based techniques involve the use of gloves 

equipped with flex sensors, which capture the movements 

of the hand and fingers during sign language gestures 

[28,29]. These movements are then used to classify the sign 

language gesture. Exo-gloves [30,31] are another type of 

glove used for sign recognition. These gloves use external 

sensors attached to the glove to capture hand movements. 

The sensors can be in the form of cameras, markers, or other 

types of sensors. Cyber gloves [24,32] are similar to data 

gloves but use more advanced sensors such as fiber optic 

sensors or magnetic sensors. These gloves are more 

accurate and can capture a wider range of hand and finger 

movements. Smart gloves [14,33] are gloves that have 

integrated electronics and sensors that allow for wireless 

communication and data transmission. These gloves are 

often used for remote SLR, where the user's hand 
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movements are captured and transmitted in real-time to a 

remote location for interpretation [34]. 

 

Accelerometer and gyroscope-based techniques [12,13,16] 

involve the use of sensors such as accelerometers and 

gyroscopes, which are attached to the wrist, forearm, or 

upper arm. These sensors capture the movements of the arm 

and hand during sign language gestures.  

 

Each of these techniques has its advantages and 

disadvantages. Data glove-based techniques are highly 

accurate in recognizing hand and finger movements, but 

they may be less robust to variations in sign language 

gestures and may require the use of specialized equipment 

[35,36]. Accelerometer/gyroscope-based techniques are 

less intrusive and can be used in everyday situations, but 

they may be less accurate in recognizing hand and finger 

movements [37]. In terms of accuracy, accelerometer and 

gyroscope-based techniques generally outperform data 

glove-based techniques [36,38]. However, data glove-based 

techniques may be more suitable for certain applications 

where high accuracy is required, such as in the recognition 

of complex sign language gestures [39]. In terms of speed, 

data glove-based techniques tend to be faster as they can 

capture hand and finger movements in real-time [40]. 

Accelerometer-based techniques may have a slight delay 

due to the time required to capture and process sensor data 

[41]. In terms of robustness, accelerometer-based 

techniques may be more robust to variations in sign 

language gestures, as they can capture movements from the 

entire arm and hand. Data glove-based techniques may be 

more susceptible to errors caused by variations in hand and 

finger movements [42]. 

 

In conclusion, there are several existing techniques for SLR 

using sensor data, each with its advantages and 

disadvantages. The choice of technique depends on the 

specific application requirements and the trade-offs 

between accuracy, speed, and robustness. It is important for 

researchers to continue to develop and evaluate new 

techniques to improve the accessibility and convenience of 

SLR systems for the deaf and hard-of-hearing communities. 

 

IV. DATA PREPROCESSING 

Sensor data preprocessing involves cleaning, filtering, and 

processing sensor data before it is used in a recognition 

system. The preprocessing step is critical as it can improve 

the accuracy and reliability of the recognition system. Here 

are some of the commonly used techniques for sensor data 

preprocessing: 

 

1. Noise Removal: Sensor data can contain noise, which can 

reduce the accuracy of the recognition system. Noise 

removal techniques such as mean filtering, median filtering, 

and wavelet filtering can be used to remove noise from the 

sensor data [43–45]. 

 

2. Signal Amplification: In some cases, the sensor signal 

may be weak, making it difficult to detect small changes in 

the signal. Signal amplification techniques such as gain 

adjustment, signal averaging, and signal resampling can be 

used to improve the quality of the sensor signal [46,47]. 

 

V. FEATURE EXTRACTION AND SELECTION 

Feature extraction involves the process of extracting 

meaningful information from the raw sensor data obtained 

from the gloves or other sensors. The extracted features are 

then used to represent the sign language gestures, which are 

later used for classification. Several feature extraction 

techniques have been proposed in the literature, such as 

statistical features, time-domain features, frequency-

domain features, and wavelet-based features [48–50]. Each 

of these techniques has its advantages and limitations, and 

the selection of the most appropriate technique depends on 

the specific application scenario. A method for extracting 

features in Brazilian Sign Language that uses the RGB-D 

sensor to obtain position, intensity, and depth data has been 

presented [51,52]. Numerous algorithms for analysis of 3D 

image are presented in [53] including 3D image acquisition 

and hand segmentation. [54] proposes a SLR technique for 

the American sign language alphabet based on a neural 

network that extracts geometrical features from hands. 

 

In addition to feature extraction, feature selection is also an 

important step in SSLR. Feature selection involves 

selecting a subset of relevant features from the feature space 

that best represent the sign language gestures. This reduces 

the computational complexity and improves the accuracy of 

the classification algorithm. Several feature selection 

techniques have been proposed, such as filter methods, 

wrapper methods, and embedded methods [55]. 

 

The suitability of each feature extraction and selection 

technique depends on the specific application scenario. For 

example, statistical features are commonly used for 

recognizing static signs, while time-domain features are 

more suitable for recognizing dynamic signs [38,56]. 

Frequency-domain features are suitable for capturing the 

frequency content of the sensor data [57], while wavelet-

based features are useful for capturing the temporal and 

frequency content simultaneously [58]. Similarly, the 

selection of the most appropriate feature selection technique 

depends on the specific application scenario, such as the 

size of the dataset, the number of features, and the 

classification algorithm used. Several studies have 

compared the different feature extraction and selection 

techniques in terms of their accuracy and robustness [59]. 

[60] examines two classification methods, namely 

Simplification of Support Vector Machine (SimpSVM) and 

Relevance Vector Machine (RVM), and demonstrate that 

both SimpSVM and RVM perform well, with SimpSVM 

exhibiting superior predictive performance compared to 
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RVM for sign recognition. Furthermore, the authors found 

that the prediction behaviors of both methods were similar 

in terms of accuracy, data amount, feature number, and sign 

discrimination. 

 

VI. DIMENSIONALITY REDUCTION 

In some cases, the sensor data may have too many features 

to be used effectively by the machine learning model.  

Dimensionality reduction is a common technique used in 

SSLR to reduce the number of features or variables needed 

for accurate recognition while maintaining a high 

recognition rate. The reduction in dimensionality helps to 

reduce the computational complexity of the recognition 

system, making it more efficient and effective. 

 

There are several methods used for dimensionality 

reduction in SLR, including principal component analysis 

(PCA), linear discriminant analysis (LDA), and manifold 

learning techniques such as t-distributed stochastic 

neighbor embedding (t-SNE) and locally linear embedding 

(LLE). PCA [61,62] is a popular technique used for 

dimensionality reduction in SLR. It involves identifying the 

most important features that capture the majority of the 

variation in the data and projecting the data onto a lower-

dimensional space. LDA [61] is another technique 

commonly used for dimensionality reduction in SLR. It 

aims to find a linear transformation of the data that 

maximizes the separation between different classes of signs. 

Manifold learning techniques such as t-SNE  [63] and LLE 

[64] are also used for dimensionality reduction in SLR. 

These techniques aim to retain the structure of the data in 

the lower-dimensional space, allowing for a better 

representation of the data and improved recognition 

performance. Methods for efficient dimensionality 

reduction of dynamic signs, and classification for nearest 

neighbor in sign gesture space search are described in a 

study by [52]. [65] propose to reduce the dimensionality of 

the expanded vector through the use of stepwise regression. 

[65,66] presents enhanced gesture-based human-computer 

interaction through a compressive sensing reduction 

scheme of very large and efficient depth feature descriptors. 

 

VII. MACHINE LEARNING MODELS FOR SSLR 

SSLR is a challenging task that requires advanced machine 

learning techniques. Here is an overview of different 

machine learning models that have been used for SLR: 

 

1. Hidden Markov Models (HMMs): HMMs have been 

used extensively for SLR due to their ability to model 

temporal dependencies. HMMs are generative models that 

assume the underlying state of the system is hidden and can 

only be inferred from the observed data. HMMs have been 

used in conjunction with features such as hand shape, hand 

location, and motion trajectories [67,68]. However, their 

accuracy may be limited if the data has complex patterns, 

and they may require extensive hyperparameter tuning [67–

69]. HMMs can be computationally efficient, but their 

training time can be slow compared to some other models 

[70]. 

 

2. Support Vector Machines (SVMs): SVMs are a popular 

machine learning model that has been used for SLR [41,71]. 

SVMs are a discriminative model that tries to find the best 

separating hyperplane between different classes of data. 

SVMs have been used in conjunction with hand-crafted 

features such as Histograms of Oriented Gradients (HOG) 

and Scale-Invariant Feature Transform (SIFT) [72]. 

However, their performance can be limited by the choice of 

kernel function and the selection of hyperparameters. SVMs 

are generally faster to train than HMMs, but their prediction 

time can be slower. 

 

3. Deep Neural Networks (DNNs): DNNs are a powerful 

class of models that have been used for a wide range of 

machine learning tasks, including SLR [67–69,73]. DNNs 

consist of multiple layers of interconnected neurons that are 

trained using backpropagation. DNNs have been used to 

automatically learn features from raw data such as depth 

images, RGB images, and skeleton data. They are capable 

of handling large datasets. However, they can be 

computationally expensive and require large amounts of 

training data and computational resources. 

 

4. Convolutional Neural Networks (CNNs): CNNs are a 

type of DNN that have been used for SLR. CNNs have been 

used to automatically learn features from images and 

videos. CNNs have been used in conjunction with hand-

crafted features such as motion history images and optical 

flow. CNNs are a type of DNN that have been successful in 

image and video recognition tasks, including SLR [71,74]. 

They can automatically learn spatial features from images 

and videos, and they can handle large datasets. They are, 

nevertheless, computationally costly and may need 

substantial hyperparameter adjustment. 

 

5. Recurrent Neural Networks (RNNs): RNNs are DNNs 

that are used to represent temporal dependencies. RNNs 

have been used for SLR by processing the sequence of hand 

gestures [75]. RNNs have been used in conjunction with 

hand-crafted features such as joint angles and velocity. 

They are capable of processing sequences of data and can 

handle varying-length input sequences. However, they can 

suffer from vanishing and exploding gradient problems [76] 

and may require specialized architectures such as LSTM 

and GRU. 

 

6. Long Short-Term Memory (LSTM) Networks: LSTM 

networks are a type of RNN that have been specifically 

designed to model long-term dependencies. LSTM 

networks have been used for SLR by processing the 

sequence of hand gestures [77,78]. LSTM networks have 

been used in conjunction with hand-crafted features such as 
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joint angles and velocity. However, they can be 

computationally expensive and may require extensive 

hyperparameter tuning. 

 

7. Generative Adversarial Networks (GANs): GANs are a 

type of deep learning model that consists of two neural 

networks that are trained in an adversarial manner. GANs 

have been used for SLR by generating synthetic sign 

language data that can be used to augment the training data 

[79,80]. GANs have been used in conjunction with CNNs 

and RNNs. They can be computationally expensive to train, 

but they can produce high-quality synthetic data. However, 

their robustness can be limited if the synthetic data is too 

dissimilar from the real data. 

 

In terms of accuracy, DNNs, CNNs, and RNNs have shown 

state-of-the-art performance in many SLR tasks. SVMs and 

HMMs can also achieve high accuracy if appropriately 

trained and tuned. In terms of speed, SVMs can be faster to 

train and predict than some of the deep learning models 

such as DNNs, CNNs, and RNNs. However, the training 

and prediction times of deep learning models can be 

improved using parallel processing and hardware 

accelerators such as GPUs. In terms of robustness, models 

such as HMMs and SVMs can be less susceptible to 

overfitting and can perform well on small and noisy 

datasets. Deep learning models such as DNNs, CNNs, and 

RNNs require large amounts of data and can be prone to 

overfitting if not regularized properly. 

 

These are some of the machine learning models that have 

been used for SSLR. Table 2 presents information like 

datasets used, features, machine learning models, input 

modalities and results about the models proposed for SSLR 

in the recent years. The choice of model depends on the 

characteristics of the data and the specific requirements of 

the application. 

 

 

 

Table 1: A Survey of Major Works in Sensor-Based Sign Language Recognition 

S. 

No 
Ref Year Feature Classification Dataset Input Modality Sensors used Results (%) 

1 [81] 2018 PCA KNN ASL, 10 numbers Static, Isolated Flex Sensors 85% 

2 [82] 2017 LDA KNN, DT, SVM ASL, 36 gestures 
Static/Dynamic, 

Isolated 
MEMS sensors 80% 

3 [83] 2019 Statistic Methods SVM, DTW 8 gestures 
Static/Dynamic, 

Isolated 
Pressure Sensors 

95.28% (exp)  

and  

86.20%  

(inexp) 

4 [84] 2019 PCANet Linear SVM 
ASL fingerspelling 

Dataset 
Static, Isolated 

Microsoft Kinect 

Sensor 
89% 

5 [85] 2017 - 
HMM and 

BLSTM-NN 

7500 Indian Sign 

Language (ISL) 

gestures consisting 

of 50 different 

sign-words 

Dynamic 
Microsoft Kinect, 

Leap Motion 

97.85% and  

94.55% 

6 [86] 2021 

Zernike moments, 

Hu moments, 

Fourier Descriptors 

HMM 

A dataset 

containing 33 

isolated signs 

Isolated and 

continuous 

Microsoft Kinect, 

Leap Motion 

95.18% and  

93.87% 

7 [87] 2020 

finger direction 

patterns detected by 

Leap Motion 

Controller. 

Threshold and 

ANN 

Sign Language 

gestures of 

numbers 0-9 

Isolated Leap Motion 98% 

8 [88] 2019 - Neural Network ASL, 5 numbers Isolated, Static 
IMU, Magnetic Field 

Sensors 
99.2% 

https://paperpile.com/c/jJ3XzN/yUGO+MrcE
https://paperpile.com/c/jJ3XzN/K7I25
https://paperpile.com/c/jJ3XzN/4Mhea
https://paperpile.com/c/jJ3XzN/tZUsJ
https://paperpile.com/c/jJ3XzN/sdqQ
https://paperpile.com/c/jJ3XzN/wItU
https://paperpile.com/c/jJ3XzN/yvEwD
https://paperpile.com/c/jJ3XzN/1maE
https://paperpile.com/c/jJ3XzN/9YLr9


Journal of Xi’an Shiyou University, Natural Science Edition                                                                            ISSN: 1673-064X     
  

http://xisdxjxsu.asia                                             VOLUME 19 ISSUE 05 MAY 2023                                                    292-302 

 

S. 

No 
Ref Year Feature Classification Dataset Input Modality Sensors used Results (%) 

9 [89] 2019 Statistic Methods 
Modified KNN, 

HMM 
ArSL, 40 sentences Continuous 

DG5-V hand data 

glove 
96.70% 

VIII. APPLICATIONS 

SSLR has numerous applications in various fields, 

including: 

 

1. Communication accessibility: One of the most significant 

applications of SLR is to enable communication between 

deaf and hearing individuals. By recognizing sign language, 

SLR can provide deaf individuals with access to real-time 

communication with non-signers, allowing them to 

participate in daily conversations, meetings, or other social 

interactions. SLR can also be used to translate sign language 

into text or speech, making it accessible to non-signers.  

 

2. Education and training: SLR can be used to develop 

interactive sign language learning systems for both deaf and 

hearing individuals. For example, an SLR system can 

provide real-time feedback to learners to help them improve 

their sign language skills. SLR can also be used to evaluate 

sign language proficiency in learners, providing a more 

objective and accurate assessment of their skills [90]. 

 

3. Human-robot interaction: SLR can enable robots to 

recognize and understand sign language, allowing for 

natural and intuitive human-robot interaction. This can have 

numerous applications, such as in service robots for deaf 

individuals, where the robot can understand sign language 

commands or provide sign language feedback to the user 

[91]. 

 

4. Assistive technology: SLR can be integrated into 

assistive devices, such as smart gloves or wearable sensors, 

to provide real-time translation of sign language into text or 

speech. This can allow deaf individuals to communicate 

with non-signers more easily and can also facilitate access 

to education, healthcare, and other services [92]. 

 

5. Video surveillance: SLR can be used in video 

surveillance to detect and recognize sign language gestures, 

which can be useful in security and safety applications 

[93,94]. For example, an SLR system can detect a sign 

language gesture for "help" and alert security personnel to 

a potential emergency. 

 

6. Gaming and entertainment: SLR can be used in gaming 

and entertainment applications to control avatars or 

characters in virtual environments using sign language. This 

can provide a more immersive and inclusive gaming 

experience for deaf players [95]. 

 

7. Medical and rehabilitation: SLR can be used in medical 

and rehabilitation applications to monitor and analyze the 

movements of patients during physical therapy or 

rehabilitation exercises [96].  

 

SSLR applications are numerous, and they may have a 

substantial influence on the lives of deaf people and the 

larger society through promoting accessibility and 

inclusion. 

IX. CHALLENGES 

SSLR presents a number of issues owing to the complexity 

of sign language, which includes non-manual components 

such as facial emotions and body language, as well as sign 

language heterogeneity across signers. Some of the 

challenges faced in SSLR are: 

 

1. Sensor selection: Different sensors can be used for SLR, 

such as cameras, gloves, or accelerometers. However, the 

choice of sensor depends on the specific requirements of the 

SLR system, such as accuracy, speed, cost, and ease of use. 

Some challenges in sensor selection for SLR include 

selecting the best sensor for a particular task, balancing cost 

and performance, and dealing with sensor limitations [97]. 

 

2. Data collection and annotation: Collecting and annotating 

sign language data can be challenging because sign 

language involves complex and subtle movements, and 

different signers may use different variations of signs. Some 

challenges in data collection and annotation include 

obtaining high-quality data, dealing with variability among 

signers, and ensuring proper annotation of the data. 

 

3. Recognition of non-manual components: Sign language 

involves not only hand gestures but also facial expressions 

and body language, which are crucial for conveying 

meaning. Recognizing these non-manual components is 

challenging because they are often subtle and context-

dependent. Some challenges in recognizing non-manual 

components of sign language include identifying which 

non-manual components to recognize, capturing subtle 

movements, and dealing with context-dependent variations. 

 

4. Variability among signers: Sign language can vary 

widely among different signers, depending on their regional 

or cultural background, age, gender, or proficiency level 

[98]. This variability can make it difficult to train a 

generalizable SLR system that works well for all signers. 
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Some challenges in dealing with variability among signers 

include creating a diverse dataset that captures this 

variability, developing algorithms that can handle 

variability, and ensuring that the SLR system is accessible 

to all signers. 

 

5. Real-time recognition: SLR systems must operate in real-

time to enable natural communication between signers and 

non-signers. Achieving real-time performance requires 

efficient algorithms and hardware optimization [13]. Some 

challenges in achieving real-time recognition include 

designing efficient algorithms that can handle the 

complexity of sign language, optimizing hardware for 

performance, and minimizing latency. 

 

6. Gesture segmentation and recognition: SLR systems 

must accurately segment and recognize individual signs 

from continuous sign streams [84]. This task is challenging 

because signs can overlap or blend into each other, and 

some signs may have multiple meanings depending on the 

context. Some challenges in gesture segmentation and 

recognition include developing algorithms that can handle 

continuous sign streams, dealing with sign overlaps, and 

resolving ambiguity in sign meanings. 

 

7. Handling noisy or incomplete data: Sensors can produce 

noisy or incomplete data due to environmental factors such 

as lighting conditions or occlusions. SLR systems must be 

able to handle such noisy or incomplete data and still 

provide accurate recognition results [63]. Some challenges 

in handling noisy or incomplete data include developing 

algorithms that can handle missing or noisy data, ensuring 

robustness to environmental factors, and improving sensor 

quality. 

 

X. SSLR: PROMISES AND FUTURE DIRECTIONS 

The use of sensors, such as gloves or cameras, can automate 

the process of sign language interpretation and make it more 

widely accessible. This technology could also be used to 

create more advanced and interactive communication 

devices that can be used in a variety of settings, such as in 

education, healthcare, and public services. 

 

Furthermore, SSLR technology could be combined with 

other emerging technologies, such as augmented reality and 

virtual reality, to create even more immersive and 

interactive communication experiences. Some of the 

promising areas of research for the future include: 

 

1. Federated Learning: SSLR in federated learning [99,100] 

has the potential to revolutionize the way sign language is 

recognized and interpreted [99]. The combination of sensor-

based technology and federated learning has several 

benefits that can greatly enhance the accuracy and privacy 

of SLR systems. One major advantage of federated learning 

is that it enables the training of models on distributed data 

without sharing the data itself. This is particularly important 

in the context of SLR, where users' privacy must be 

protected. Federated learning can ensure that users' data 

remains on their devices, and only model updates are sent 

to a central server for aggregation. This approach can 

greatly enhance the privacy and security of SLR systems. In 

addition, the use of sensors in SLR can improve the 

accuracy of the recognition process by capturing more 

precise and detailed information about the signer's 

movements. By combining sensor data from multiple users 

in a federated learning framework, the model can learn from 

a larger and more diverse dataset, which can lead to 

improved accuracy and robustness. Furthermore, the use of 

federated learning in SLR can enable the development of 

more personalized and adaptive models that can better 

accommodate individual differences in signing styles and 

variations in sign language across different cultures and 

regions. 

 

2. Augmented and Virtual Reality: SSLR in augmented 

reality (AR) and virtual reality (VR) has the potential to 

create more immersive and interactive communication 

experiences for individuals who use sign language. In AR, 

SSLR can enable the creation of real-time, interactive sign 

language interpretation that can be overlaid on top of the 

real world. For example, an AR headset could recognize 

sign language gestures and display corresponding text or 

images to aid communication. This technology could also 

be used to create educational and training tools for sign 

language learners. In VR, SSLR can enable more natural 

and intuitive communication in virtual environments. By 

recognizing sign language gestures, VR systems can create 

more immersive and interactive virtual worlds that are 

accessible to individuals who use sign language. This 

technology could also be used to create more inclusive 

gaming and entertainment experiences. Moreover, the use 

of sensors in AR/VR systems can improve the accuracy and 

responsiveness of SLR. 

 

3. Evolutionary Computing: SSLR in evolutionary 

computing has the potential to enhance the performance and 

efficiency of SLR systems. Evolutionary computing is a 

subfield of artificial intelligence that uses principles of 

natural selection and evolution to optimize complex 

systems. In the context of SLR, evolutionary computing can 

be used to optimize the design and parameters of SLR 

systems based on sensor data. One potential application of 

evolutionary computing in SLR is the optimization of 

feature extraction algorithms. Feature extraction is the 

process of extracting relevant information from sensor data 

that can be used to recognize sign language gestures. 

Evolutionary computing can be used to automatically 

generate and optimize feature extraction algorithms that are 

tailored to specific sensor modalities and sign language 

styles. Another potential application of evolutionary 

computing in SLR is the optimization of machine learning 

models. Machine learning models are trained on sensor data 
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to recognize sign language gestures, but the performance of 

these models can be greatly influenced by the choice of 

algorithms, hyperparameters, and training data. 

Evolutionary computing can be used to automatically 

generate and optimize these parameters to improve the 

accuracy and efficiency of SLR models. 

 

In conclusion, SSLR is a rapidly evolving field with a bright 

future. Potential future directions include multi-modal 

sensor fusion, continual learning, context-aware SLR, real-

time feedback and interaction, privacy-preserving SLR, and 

application-specific SLR. 

 

XI. CONCLUSION 

SSLR is a rapidly evolving field that has seen significant 

progress in recent years. This review paper has discussed 

the challenges, techniques, and models used in SSLR and 

compared the accuracy, speed, and robustness of different 

machine learning models. 

One of the main challenges in SSLR is the variations in sign 

language across different individuals, dialects, and cultures, 

as well as environmental factors such as lighting, 

background noise, and camera placement. Feature 

extraction is a critical step in SSLR, and several techniques 

have been developed to extract meaningful features from 

the sensor data, including hand shape, hand motion, and 

facial expressions. Furthermore, various machine learning 

models have been applied to SLR, including HMM, SVMs, 

DNN, CNN, RNN, LSTM, and GAN, each with varying 

degrees of success. Finally, the choice of machine learning 

model for SSLR depends on several factors, including the 

characteristics of the data, the resources available, and the 

specific requirements of the application. These key findings 

provide a useful insight into the current state-of-the-art in 

SLR, and can guide future research in this area towards 

more accurate and efficient SLR systems. There are several 

recommendations for future research which will pave the 

way for more accurate and efficient SLR systems. One of 

the key areas is to develop robust and accurate feature 

extraction techniques that can handle variations in sign 

language and environmental factors. Additionally, more 

comparative studies are needed to evaluate the performance 

of different machine learning models in different scenarios 

and for different applications. Another crucial area is to 

develop SLR systems that can recognize sign language from 

multiple individuals and gestures that are not part of the 

standard sign language, and also adapt to individual users. 

Finally, researchers need to focus on developing SLR 

systems that can operate in real-world environments, such 

as noisy or low-light conditions, and in low-power or low-

resource devices. In conclusion, SSLR is a promising field 

that has the potential to improve communication and 

accessibility for the hearing-impaired community. 

Continued research and development in this field can lead 

to more accurate, robust, and practical SLR systems that can 

have broad applications in human-computer interaction, 

VR, AR, and robotics. 

 

XII. ACKNOWLEDGMENT 

We want to extend our heartfelt appreciation to everyone who 

helped us complete this research work successfully. We would 

like to express our gratitude to Prof. Rajni Jindal, our 

supervisor, for her invaluable advice and assistance. We are 

also appreciative of the authors' significant contributions to the 

field of sign language recognition in the form of the research 

articles used in our study. Additionally, we would like to thank 

Delhi Technological University for giving us the tools and 

resources we needed to complete this study. The university's 

assistance has been crucial in enabling us to accomplish our 

research goals. We would like to express our gratitude to our 

family and friends for their constant support and inspiration. 

 

XIII. AUTHORS 

First Author – Manas Taneja, Bachelor of Technology, Delhi 

Technological University. 

Second Author – Navya Singla, Bachelor of Technology, 

Delhi Technological University. 

Third Author – Neha Goyal, Bachelor of Technology, Delhi 

Technological University.    

Fourth Author – Rajni Jindal, Professor, Delhi Technological 

University.  

  

Correspondence Author – Manas Taneja, Bachelor of 

Technology, Delhi Technological University.

 

 

REFERENCES 

[1] K.P. Kour, L. Mathew, Literature Survey on Hand Gesture Techniques 

for Sign Language Recognition, International Journal of Technical 

Research and Science. 2 (2017) 431–434. 
[2] R. Rastgoo, K. Kiani, S. Escalera, Sign Language Recognition: A Deep 

Survey, Expert Syst. Appl. 164 (2021) 113794. 
https://doi.org/10.1016/j.eswa.2020.113794. 

[3] M. Mukushev, A. Ubingazhibov, A. Kydyrbekova, A. Imashev, V. 

Kimmelman, A. Sandygulova, FluentSigners-50: A signer independent 
benchmark dataset for sign language processing, PLoS One. 17 (2022) 

e0273649. https://doi.org/10.1371/journal.pone.0273649. 

[4] P. Patel, N. Patel, Vision Based Real-time Recognition of Hand 
Gestures for Indian Sign Language using Histogram of Oriented 

Gradients Features, Ijngc. (2019) 92–102. 

https://doi.org/10.47164/ijngc.v10i2.158. 
[5] R. Rastgoo, K. Kiani, S. Escalera, Hand pose aware multimodal 

isolated sign language recognition, Multimed. Tools Appl. 80 (2021) 

127–163. https://doi.org/10.1007/s11042-020-09700-0. 
[6] Z. Zhou, V.W.L. Tam, E.Y. Lam, SignBERT: A BERT-Based Deep 

Learning Framework for Continuous Sign Language Recognition, 

IEEE Access. 9 (2021) 161669–161682. 
https://doi.org/10.1109/ACCESS.2021.3132668. 

[7] S. Villameriel, B. Costello, M. Giezen, M. Carreiras, Cross-modal and 

cross-language activation in bilinguals reveals lexical competition even 
when words or signs are unheard or unseen, Proc. Natl. Acad. Sci. U. 

S. A. 119 (2022) e2203906119. 

https://doi.org/10.1073/pnas.2203906119. 

http://paperpile.com/b/jJ3XzN/rotp6
http://paperpile.com/b/jJ3XzN/rotp6
http://paperpile.com/b/jJ3XzN/rotp6
http://paperpile.com/b/jJ3XzN/CmBa
http://paperpile.com/b/jJ3XzN/CmBa
http://paperpile.com/b/jJ3XzN/CmBa
http://dx.doi.org/10.1016/j.eswa.2020.113794.
http://paperpile.com/b/jJ3XzN/cJDx
http://paperpile.com/b/jJ3XzN/cJDx
http://paperpile.com/b/jJ3XzN/cJDx
http://paperpile.com/b/jJ3XzN/cJDx
http://dx.doi.org/10.1371/journal.pone.0273649.
http://paperpile.com/b/jJ3XzN/Js1b
http://paperpile.com/b/jJ3XzN/Js1b
http://paperpile.com/b/jJ3XzN/Js1b
http://paperpile.com/b/jJ3XzN/Js1b
http://dx.doi.org/10.47164/ijngc.v10i2.158.
http://paperpile.com/b/jJ3XzN/lMO5
http://paperpile.com/b/jJ3XzN/lMO5
http://paperpile.com/b/jJ3XzN/lMO5
http://dx.doi.org/10.1007/s11042-020-09700-0.
http://paperpile.com/b/jJ3XzN/fICC
http://paperpile.com/b/jJ3XzN/fICC
http://paperpile.com/b/jJ3XzN/fICC
http://paperpile.com/b/jJ3XzN/fICC
http://dx.doi.org/10.1109/ACCESS.2021.3132668.
http://paperpile.com/b/jJ3XzN/PRma
http://paperpile.com/b/jJ3XzN/PRma
http://paperpile.com/b/jJ3XzN/PRma
http://paperpile.com/b/jJ3XzN/PRma
http://paperpile.com/b/jJ3XzN/PRma
http://dx.doi.org/10.1073/pnas.2203906119.


Journal of Xi’an Shiyou University, Natural Science Edition                                                                            ISSN: 1673-064X     
  

http://xisdxjxsu.asia                                             VOLUME 19 ISSUE 05 MAY 2023                                                    292-302 

 

[8] J. Ma, W. Gao, J. Wu, C. Wang, A continuous Chinese sign language 
recognition system, in: Proceedings Fourth IEEE International 

Conference on Automatic Face and Gesture Recognition (Cat. No. 

PR00580), 2000: pp. 428–433. 
https://doi.org/10.1109/AFGR.2000.840670. 

[9] H. Park, Y. Lee, J. Ko, Enabling Real-time Sign Language Translation 

on Mobile Platforms with On-board Depth Cameras, Proc. ACM 
Interact. Mob. Wearable Ubiquitous Technol. 5 (2021) 1–30. 

https://doi.org/10.1145/3463498. 

[10] S. Nadgeri, D.A. Kumar, Survey of Sign Language Recognition 
System, (2018). https://doi.org/10.2139/ssrn.3262581. 

[11] R. Gupta, N. Jha, Real-Time Continuous Sign Language Classification 
using Ensemble of Windows, in: 2020 6th International Conference on 

Advanced Computing and Communication Systems (ICACCS), 2020: 

pp. 73–78. https://doi.org/10.1109/ICACCS48705.2020.9074319. 
[12] S. Sharma, R. Gupta, A. Kumar, On the Use of Multi-Modal Sensing in 

Sign Language Classification, in: 2019 6th International Conference on 

Signal Processing and Integrated Networks (SPIN), 2019: pp. 495–500. 
https://doi.org/10.1109/SPIN.2019.8711702. 

[13] Y. Yu, X. Chen, S. Cao, X. Zhang, X. Chen, Exploration of Chinese 

Sign Language Recognition Using Wearable Sensors Based on Deep 
Belief Net, IEEE J Biomed Health Inform. 24 (2020) 1310–1320. 

https://doi.org/10.1109/JBHI.2019.2941535. 

[14] N. Saleh, M. Farghaly, E. Elshaaer, A. Mousa, Smart glove-based 
gestures recognition system for Arabic sign language, in: 2020 

International Conference on Innovative Trends in Communication and 

Computer Engineering (ITCE), 2020: pp. 303–307. 
https://doi.org/10.1109/ITCE48509.2020.9047820. 

[15] P.V. Naresh, R. Visalakshi, B. Satyanarayana, A Study on Sign 

Language Recognition-A Literature Survey, in: ICDSMLA 2019, 
Springer Singapore, 2020: pp. 745–752. https://doi.org/10.1007/978-

981-15-1420-3_80. 

[16] A. Suri, S.K. Singh, R. Sharma, P. Sharma, N. Garg, R. Upadhyaya, 
Development of Sign Language using Flex Sensors, in: 2020 

International Conference on Smart Electronics and Communication 

(ICOSEC), 2020: pp. 102–106. 
https://doi.org/10.1109/ICOSEC49089.2020.9215392. 

[17] S. Katoch, V. Singh, U.S. Tiwary, Indian Sign Language recognition 

system using SURF with SVM and CNN, Array. 14 (2022) 100141. 
https://doi.org/10.1016/j.array.2022.100141. 

[18] J.J. Raval, R. Gajjar, Real-time Sign Language Recognition using 

Computer Vision, in: 2021 3rd International Conference on Signal 
Processing and Communication (ICPSC), 2021: pp. 542–546. 

https://doi.org/10.1109/ICSPC51351.2021.9451709. 

[19] Y. Wang, Z. Hao, X. Dang, Z. Zhang, M. Li, UltrasonicGS: A Highly 
Robust Gesture and Sign Language Recognition Method Based on 

Ultrasonic Signals, Sensors . 23 (2023). 

https://doi.org/10.3390/s23041790. 
[20] P.N. Ghuse, N. Ghuse, Sign Language Recognition using Smart Glove, 

International Journal for Research in Applied Science and Engineering 

Technology. 9 (2021) 328–333. 
https://doi.org/10.22214/ijraset.2021.36347. 

[21] A.Z. Shukor, M.F. Miskon, M.H. Jamaluddin, F.B. Ali@Ibrahim, M.F. 

Asyraf, M.B.B. Bahar, A New Data Glove Approach for Malaysian 
Sign Language Detection, Procedia Comput. Sci. 76 (2015) 60–67. 

https://doi.org/10.1016/j.procs.2015.12.276. 

[22] K.-W. Kim, M.-S. Lee, B.-R. Soon, M.-H. Ryu, J.-N. Kim, 
Recognition of sign language with an inertial sensor-based data glove, 

Technol. Health Care. 24 Suppl 1 (2015) S223–30. 

https://doi.org/10.3233/THC-151078. 
[23] K. Kudrinko, E. Flavin, X. Zhu, Q. Li, Wearable Sensor-Based Sign 

Language Recognition: A Comprehensive Review, IEEE Rev. Biomed. 
Eng. 14 (2021) 82–97. https://doi.org/10.1109/RBME.2020.3019769. 

[24] H.-D. Yang, Sign language recognition with the Kinect sensor based on 

conditional random fields, Sensors . 15 (2014) 135–147. 
https://doi.org/10.3390/s150100135. 

[25] K.M. Lim, A.W.C. Tan, C.P. Lee, S.C. Tan, Isolated sign language 

recognition using Convolutional Neural Network hand modelling and 
Hand Energy Image, Multimed. Tools Appl. 78 (2019) 19917–19944. 

https://doi.org/10.1007/s11042-019-7263-7. 

[26] S. Fakhfakh, Y. Ben Jemaa, Shape Trajectory Analysis Based on HOG 
Descriptor for Isolated Word Sign Language Recognition, in: 

Advanced Information Networking and Applications, Springer 
International Publishing, 2022: pp. 46–54. https://doi.org/10.1007/978-

3-030-99619-2_5. 

[27] S.A. Khomami, S. Shamekhi, Persian sign language recognition using 
IMU and surface EMG sensors, Measurement. 168 (2021) 108471. 

https://doi.org/10.1016/j.measurement.2020.108471. 

[28] Y. Pan, W. Wang, P. Zhang, Y. Liang, F. Li, H. Wang, Artificial 
Intelligence Hand Spatial Position Predictor Based on Data Gloves and 

Jetson Xavier NX, in: 2022 Global Conference on Robotics, Artificial 

Intelligence and Information Technology (GCRAIT), 2022: pp. 232–
236. https://doi.org/10.1109/GCRAIT55928.2022.00056. 

[29] N. Tubaiz, T. Shanableh, K. Assaleh, Glove-Based Continuous Arabic 
Sign Language Recognition in User-Dependent Mode, IEEE 

Transactions on Human-Machine Systems. 45 (2015) 526–533. 

https://doi.org/10.1109/THMS.2015.2406692. 
[30] M. Caeiro-Rodríguez, I. Otero-González, F.A. Mikic-Fonte, M. 

Llamas-Nistal, A Systematic Review of Commercial Smart Gloves: 

Current Status and Applications, Sensors . 21 (2021). 
https://doi.org/10.3390/s21082667. 

[31] X. Chen, L. Gong, L. Wei, S.-C. Yeh, L. Da Xu, L. Zheng, Z. Zou, A 

Wearable Hand Rehabilitation System With Soft Gloves, IEEE Trans. 
Ind. Inf. 17 (2021) 943–952. https://doi.org/10.1109/TII.2020.3010369. 

[32] Z. Sun, A Survey on Dynamic Sign Language Recognition, in: 

Advances in Computer, Communication and Computational Sciences, 
Springer Singapore, 2021: pp. 1015–1022. https://doi.org/10.1007/978-

981-15-4409-5_89. 

[33] M.S. Amin, M.T. Amin, M.Y. Latif, A.A. Jathol, N. Ahmed, M.I.N. 
Tarar, Alphabetical Gesture Recognition of American Sign Language 

using E-Voice Smart Glove, in: 2020 IEEE 23rd International 

Multitopic Conference (INMIC), 2020: pp. 1–6. 
https://doi.org/10.1109/INMIC50486.2020.9318185. 

[34] P.M. Sathya, P. Velrajkumar, P. Lavanya, L. Ramesh, C. Senthilpari, 

Raspberry Pi Processor-based i-Gloves for Mute Community and 
Home Automation System, in: 2022 8th International Conference on 

Smart Structures and Systems (ICSSS), 2022: pp. 01–05. 

https://doi.org/10.1109/ICSSS54381.2022.9782194. 
[35] N. Saquib, A. Rahman, Application of machine learning techniques for 

real-time sign language detection using wearable sensors, in: 

Proceedings of the 11th ACM Multimedia Systems Conference, 
Association for Computing Machinery, New York, NY, USA, 2020: 

pp. 178–189. https://doi.org/10.1145/3339825.3391869. 

[36] P. Paudyal, J. Lee, A. Banerjee, S.K.S. Gupta, A Comparison of 
Techniques for Sign Language Alphabet Recognition Using Armband 

Wearables, ACM Trans. Interact. Intell. Syst. 9 (2019) 1–26. 

https://doi.org/10.1145/3150974. 
[37] R.K. Athota, D. Sumathi, Human activity recognition based on hybrid 

learning algorithm for wearable sensor data, Measurement: Sensors. 24 

(2022) 100512. https://doi.org/10.1016/j.measen.2022.100512. 
[38] A. Qaroush, S. Yassin, A. Al-Nubani, A. Alqam, Smart, comfortable 

wearable system for recognizing Arabic Sign Language in real-time 

using IMUs and features-based fusion, Expert Syst. Appl. 184 (2021) 
115448. https://doi.org/10.1016/j.eswa.2021.115448. 

[39] S. Patil, S. Joshi, H.B. Kulkarni, P. Hagawane, P. Shinde, Marathi Sign 

Language Hand Gesture Recognition Using Accelerometer and 3D 
Printed Gloves, in: 2022 14th International Conference on 

Computational Intelligence and Communication Networks (CICN), 

2022: pp. 72–77. https://doi.org/10.1109/CICN56167.2022.10008290. 
[40] H. Liu, Z. Zhang, Z. Jiao, Z. Zhang, M. Li, C. Jiang, Y. Zhu, S.-C. Zhu, 

A Reconfigurable Data Glove for Reconstructing Physical and Virtual 

Grasps, arXiv [cs.RO]. (2023). http://arxiv.org/abs/2301.05821. 
[41] Y. Na, H. Yang, J. Woo, Classification of the Korean Sign Language 

Alphabet Using an Accelerometer with a Support Vector Machine, 
Journal of Sensors. 2021 (2021). 

https://doi.org/10.1155/2021/9304925. 

[42] Y. Liu, F. Jiang, M. Gowda, Finger Gesture Tracking for Interactive 
Applications: A Pilot Study with Sign Languages, Proc. ACM Interact. 

Mob. Wearable Ubiquitous Technol. 4 (2020) 1–21. 

https://doi.org/10.1145/3414117. 
[43] G. Latif, N. Mohammad, J. Alghazo, R. AlKhalaf, R. AlKhalaf, 

ArASL: Arabic Alphabets Sign Language Dataset, Data Brief. 23 

(2019) 103777. https://doi.org/10.1016/j.dib.2019.103777. 
[44] V. More, S. Sangamnerkar, V. Thakare, D. Mane, R. Dolas, Sign 

http://paperpile.com/b/jJ3XzN/I4oD
http://paperpile.com/b/jJ3XzN/I4oD
http://paperpile.com/b/jJ3XzN/I4oD
http://paperpile.com/b/jJ3XzN/I4oD
http://paperpile.com/b/jJ3XzN/I4oD
http://dx.doi.org/10.1109/AFGR.2000.840670.
http://paperpile.com/b/jJ3XzN/7bBR
http://paperpile.com/b/jJ3XzN/7bBR
http://paperpile.com/b/jJ3XzN/7bBR
http://paperpile.com/b/jJ3XzN/7bBR
http://dx.doi.org/10.1145/3463498.
http://paperpile.com/b/jJ3XzN/kDc7
http://paperpile.com/b/jJ3XzN/kDc7
http://dx.doi.org/10.2139/ssrn.3262581.
http://paperpile.com/b/jJ3XzN/Mhdd
http://paperpile.com/b/jJ3XzN/Mhdd
http://paperpile.com/b/jJ3XzN/Mhdd
http://paperpile.com/b/jJ3XzN/Mhdd
http://dx.doi.org/10.1109/ICACCS48705.2020.9074319.
http://paperpile.com/b/jJ3XzN/ycA9
http://paperpile.com/b/jJ3XzN/ycA9
http://paperpile.com/b/jJ3XzN/ycA9
http://paperpile.com/b/jJ3XzN/ycA9
http://dx.doi.org/10.1109/SPIN.2019.8711702.
http://paperpile.com/b/jJ3XzN/6hIX
http://paperpile.com/b/jJ3XzN/6hIX
http://paperpile.com/b/jJ3XzN/6hIX
http://paperpile.com/b/jJ3XzN/6hIX
http://dx.doi.org/10.1109/JBHI.2019.2941535.
http://paperpile.com/b/jJ3XzN/3njq
http://paperpile.com/b/jJ3XzN/3njq
http://paperpile.com/b/jJ3XzN/3njq
http://paperpile.com/b/jJ3XzN/3njq
http://paperpile.com/b/jJ3XzN/3njq
http://dx.doi.org/10.1109/ITCE48509.2020.9047820.
http://paperpile.com/b/jJ3XzN/1l54
http://paperpile.com/b/jJ3XzN/1l54
http://paperpile.com/b/jJ3XzN/1l54
http://dx.doi.org/10.1007/978-981-15-1420-3_80.
http://dx.doi.org/10.1007/978-981-15-1420-3_80.
http://paperpile.com/b/jJ3XzN/bkpx
http://paperpile.com/b/jJ3XzN/bkpx
http://paperpile.com/b/jJ3XzN/bkpx
http://paperpile.com/b/jJ3XzN/bkpx
http://paperpile.com/b/jJ3XzN/bkpx
http://dx.doi.org/10.1109/ICOSEC49089.2020.9215392.
http://paperpile.com/b/jJ3XzN/CDKt
http://paperpile.com/b/jJ3XzN/CDKt
http://paperpile.com/b/jJ3XzN/CDKt
http://dx.doi.org/10.1016/j.array.2022.100141.
http://paperpile.com/b/jJ3XzN/hYSh
http://paperpile.com/b/jJ3XzN/hYSh
http://paperpile.com/b/jJ3XzN/hYSh
http://paperpile.com/b/jJ3XzN/hYSh
http://dx.doi.org/10.1109/ICSPC51351.2021.9451709.
http://paperpile.com/b/jJ3XzN/obBL
http://paperpile.com/b/jJ3XzN/obBL
http://paperpile.com/b/jJ3XzN/obBL
http://paperpile.com/b/jJ3XzN/obBL
http://dx.doi.org/10.3390/s23041790.
http://paperpile.com/b/jJ3XzN/4IRBL
http://paperpile.com/b/jJ3XzN/4IRBL
http://paperpile.com/b/jJ3XzN/4IRBL
http://paperpile.com/b/jJ3XzN/4IRBL
http://dx.doi.org/10.22214/ijraset.2021.36347.
http://paperpile.com/b/jJ3XzN/kUKit
http://paperpile.com/b/jJ3XzN/kUKit
http://paperpile.com/b/jJ3XzN/kUKit
http://paperpile.com/b/jJ3XzN/kUKit
http://dx.doi.org/10.1016/j.procs.2015.12.276.
http://paperpile.com/b/jJ3XzN/21fuh
http://paperpile.com/b/jJ3XzN/21fuh
http://paperpile.com/b/jJ3XzN/21fuh
http://paperpile.com/b/jJ3XzN/21fuh
http://dx.doi.org/10.3233/THC-151078.
http://paperpile.com/b/jJ3XzN/w7E2F
http://paperpile.com/b/jJ3XzN/w7E2F
http://paperpile.com/b/jJ3XzN/w7E2F
http://dx.doi.org/10.1109/RBME.2020.3019769.
http://paperpile.com/b/jJ3XzN/5cabt
http://paperpile.com/b/jJ3XzN/5cabt
http://paperpile.com/b/jJ3XzN/5cabt
http://dx.doi.org/10.3390/s150100135.
http://paperpile.com/b/jJ3XzN/zlWi
http://paperpile.com/b/jJ3XzN/zlWi
http://paperpile.com/b/jJ3XzN/zlWi
http://paperpile.com/b/jJ3XzN/zlWi
http://dx.doi.org/10.1007/s11042-019-7263-7.
http://paperpile.com/b/jJ3XzN/PBY7
http://paperpile.com/b/jJ3XzN/PBY7
http://paperpile.com/b/jJ3XzN/PBY7
http://paperpile.com/b/jJ3XzN/PBY7
http://dx.doi.org/10.1007/978-3-030-99619-2_5.
http://dx.doi.org/10.1007/978-3-030-99619-2_5.
http://paperpile.com/b/jJ3XzN/2tn7
http://paperpile.com/b/jJ3XzN/2tn7
http://paperpile.com/b/jJ3XzN/2tn7
http://dx.doi.org/10.1016/j.measurement.2020.108471.
http://paperpile.com/b/jJ3XzN/eLnz
http://paperpile.com/b/jJ3XzN/eLnz
http://paperpile.com/b/jJ3XzN/eLnz
http://paperpile.com/b/jJ3XzN/eLnz
http://paperpile.com/b/jJ3XzN/eLnz
http://dx.doi.org/10.1109/GCRAIT55928.2022.00056.
http://paperpile.com/b/jJ3XzN/e8F2
http://paperpile.com/b/jJ3XzN/e8F2
http://paperpile.com/b/jJ3XzN/e8F2
http://paperpile.com/b/jJ3XzN/e8F2
http://dx.doi.org/10.1109/THMS.2015.2406692.
http://paperpile.com/b/jJ3XzN/DV09
http://paperpile.com/b/jJ3XzN/DV09
http://paperpile.com/b/jJ3XzN/DV09
http://paperpile.com/b/jJ3XzN/DV09
http://dx.doi.org/10.3390/s21082667.
http://paperpile.com/b/jJ3XzN/Cyot
http://paperpile.com/b/jJ3XzN/Cyot
http://paperpile.com/b/jJ3XzN/Cyot
http://dx.doi.org/10.1109/TII.2020.3010369.
http://paperpile.com/b/jJ3XzN/45PA
http://paperpile.com/b/jJ3XzN/45PA
http://paperpile.com/b/jJ3XzN/45PA
http://dx.doi.org/10.1007/978-981-15-4409-5_89.
http://dx.doi.org/10.1007/978-981-15-4409-5_89.
http://paperpile.com/b/jJ3XzN/WFfH
http://paperpile.com/b/jJ3XzN/WFfH
http://paperpile.com/b/jJ3XzN/WFfH
http://paperpile.com/b/jJ3XzN/WFfH
http://paperpile.com/b/jJ3XzN/WFfH
http://dx.doi.org/10.1109/INMIC50486.2020.9318185.
http://paperpile.com/b/jJ3XzN/xCyK
http://paperpile.com/b/jJ3XzN/xCyK
http://paperpile.com/b/jJ3XzN/xCyK
http://paperpile.com/b/jJ3XzN/xCyK
http://paperpile.com/b/jJ3XzN/xCyK
http://dx.doi.org/10.1109/ICSSS54381.2022.9782194.
http://paperpile.com/b/jJ3XzN/oGPE
http://paperpile.com/b/jJ3XzN/oGPE
http://paperpile.com/b/jJ3XzN/oGPE
http://paperpile.com/b/jJ3XzN/oGPE
http://paperpile.com/b/jJ3XzN/oGPE
http://dx.doi.org/10.1145/3339825.3391869.
http://paperpile.com/b/jJ3XzN/62yj
http://paperpile.com/b/jJ3XzN/62yj
http://paperpile.com/b/jJ3XzN/62yj
http://paperpile.com/b/jJ3XzN/62yj
http://dx.doi.org/10.1145/3150974.
http://paperpile.com/b/jJ3XzN/5jE4
http://paperpile.com/b/jJ3XzN/5jE4
http://paperpile.com/b/jJ3XzN/5jE4
http://dx.doi.org/10.1016/j.measen.2022.100512.
http://paperpile.com/b/jJ3XzN/5hFu
http://paperpile.com/b/jJ3XzN/5hFu
http://paperpile.com/b/jJ3XzN/5hFu
http://paperpile.com/b/jJ3XzN/5hFu
http://dx.doi.org/10.1016/j.eswa.2021.115448.
http://paperpile.com/b/jJ3XzN/isKV
http://paperpile.com/b/jJ3XzN/isKV
http://paperpile.com/b/jJ3XzN/isKV
http://paperpile.com/b/jJ3XzN/isKV
http://paperpile.com/b/jJ3XzN/isKV
http://dx.doi.org/10.1109/CICN56167.2022.10008290.
http://paperpile.com/b/jJ3XzN/rABd
http://paperpile.com/b/jJ3XzN/rABd
http://paperpile.com/b/jJ3XzN/rABd
http://arxiv.org/abs/2301.05821
http://paperpile.com/b/jJ3XzN/rABd
http://paperpile.com/b/jJ3XzN/PfYD
http://paperpile.com/b/jJ3XzN/PfYD
http://paperpile.com/b/jJ3XzN/PfYD
http://paperpile.com/b/jJ3XzN/PfYD
http://dx.doi.org/10.1155/2021/9304925.
http://paperpile.com/b/jJ3XzN/TDX5
http://paperpile.com/b/jJ3XzN/TDX5
http://paperpile.com/b/jJ3XzN/TDX5
http://paperpile.com/b/jJ3XzN/TDX5
http://dx.doi.org/10.1145/3414117.
http://paperpile.com/b/jJ3XzN/QLZg
http://paperpile.com/b/jJ3XzN/QLZg
http://paperpile.com/b/jJ3XzN/QLZg
http://dx.doi.org/10.1016/j.dib.2019.103777.
http://paperpile.com/b/jJ3XzN/8ITr


Journal of Xi’an Shiyou University, Natural Science Edition                                                                            ISSN: 1673-064X     
  

http://xisdxjxsu.asia                                             VOLUME 19 ISSUE 05 MAY 2023                                                    292-302 

 

language recognition using image processing, JournalNX. (2021) 85–
87. https://www.neliti.com/publications/342497/sign-language-

recognition-using-image-processing. 

[45] R. Saif, M. Ahmad, S.Z.H. Naqvi, S. Aziz, M.U. Khan, M. Faraz, 
Multi-Channel EMG Signal analysis for Italian Sign Language 

Interpretation, in: 2022 International Conference on Emerging Trends 

in Smart Technologies (ICETST), 2022: pp. 1–5. 
https://doi.org/10.1109/ICETST55735.2022.9922949. 

[46] G.L. Sukruth, V.K. Bp, M.R. Tejas, K. Rithvik, Enhancing 

Collaborative Interaction with the Augmentation of Sign Language for 
the Vocally Challenged, Journal of Advanced …. 1 (2023) 2010. 

https://doi.org/10.14569/IJACSA.2023.0140199. 
[47] F. Hamid Yousuf, A. Bushnaf Alwarfalli, I. Ighneiwa, Arabic Sign 

Language Recognition System by Using Surface Intelligent EMG 

Signal, in: The 7th International Conference on Engineering & MIS 
2021, Association for Computing Machinery, New York, NY, USA, 

2021: pp. 1–6. https://doi.org/10.1145/3492547.3492606. 

[48] S.K. Singh, A. Chaturvedi, A reliable and efficient machine learning 
pipeline for american sign language gesture recognition using EMG 

sensors, Multimed. Tools Appl. (2022). 

https://doi.org/10.1007/s11042-022-14117-y. 
[49] X. Jiang, S.C. Satapathy, L. Yang, S.-H. Wang, Y.-D. Zhang, A Survey 

on Artificial Intelligence in Chinese Sign Language Recognition, Arab. 

J. Sci. Eng. 45 (2020) 9859–9894. https://doi.org/10.1007/s13369-020-
04758-2. 

[50] P. Pranav, R. Katarya, Optimal Sign language recognition employing 

multi-layer CNN, in: 2022 4th International Conference on Advances 
in Computing, Communication Control and Networking (ICAC3N), 

2022: pp. 288–293. 

https://doi.org/10.1109/ICAC3N56670.2022.10074397. 
[51] S.G.M. Almeida, F. Guimarães, J.A. Ramírez, Feature extraction in 

Brazilian Sign Language Recognition based on phonological structure 

and using RGB-D sensors, Expert Syst. Appl. (2014). 
https://doi.org/10.1016/j.eswa.2014.05.024. 

[52] S. Sclaroff, M. Betke, G. Kollios, J. Alon, V. Athitsos, R. Li, J. Magee, 

T.-P. Tian, Tracking, analysis, and recognition of human gestures in 
video, in: Eighth International Conference on Document Analysis and 

Recognition (ICDAR’05), 2005: pp. 806–810 Vol. 2. 

https://doi.org/10.1109/ICDAR.2005.243. 
[53] A. Boukdir, M. Benaddy, A. Ellahyani, O.E. Meslouhi, M. Kardouchi, 

3D gesture segmentation for word-level Arabic sign language using 

large-scale RGB video sequences and autoencoder convolutional 
networks, J. VLSI Signal Process. Syst. Signal Image Video Technol. 

16 (2022) 2055–2062. https://doi.org/10.1007/s11760-022-02167-6. 

[54] H. Kolivand, S. Joudaki, M.S. Sunar, D. Tully, A new framework for 
sign language alphabet hand posture recognition using geometrical 

features through artificial neural network (part 1), Neural Comput. 

Appl. 33 (2020) 4945–4963. https://doi.org/10.1007/s00521-020-
05279-7. 

[55] M. Al-Qurishi, T. Khalid, R. Souissi, Deep Learning for Sign 

Language Recognition: Current Techniques, Benchmarks, and Open 
Issues, IEEE Access. 9 (2021) 126917–126951. 

https://doi.org/10.1109/ACCESS.2021.3110912. 

[56] R. Gupta, A. Kumar, Indian sign language recognition using wearable 
sensors and multi-label classification, Comput. Electr. Eng. 90 (2021) 

106898. https://doi.org/10.1016/j.compeleceng.2020.106898. 

[57] Z. Zhang, Z. Su, G. Yang, Real-Time Chinese Sign Language 
Recognition Based on Artificial Neural Networks, in: 2019 IEEE 

International Conference on Robotics and Biomimetics (ROBIO), 

2019: pp. 1413–1417. 
https://doi.org/10.1109/ROBIO49542.2019.8961641. 

[58] J. Peguda, V.S.S. Santosh, Y. Vijayalata, A.D.R. N, V. Mounish, 
Speech to Sign Language Translation for Indian Languages, in: 2022 

8th International Conference on Advanced Computing and 

Communication Systems (ICACCS), 2022: pp. 1131–1135. 
https://doi.org/10.1109/ICACCS54159.2022.9784996. 

[59] C. Nyaga, R. Wario, A Review of Sign Language Hand Gesture 

Recognition Algorithms, Advances in Artificial Intelligence, Software 
and Systems Engineering. (2021) 207–216. 

https://doi.org/10.1007/978-3-030-51328-3_30. 

[60] P.Q. Thang, N.D. Dung, N.T. Thuy, A Comparison of SimpSVM and 
RVM for Sign Language Recognition, in: Proceedings of the 2017 

International Conference on Machine Learning and Soft Computing, 
Association for Computing Machinery, New York, NY, USA, 2017: 

pp. 98–104. https://doi.org/10.1145/3036290.3036322. 

[61] S. Jiang, B. Lv, W. Guo, C. Zhang, H. Wang, X. Sheng, P.B. Shull, 
Feasibility of Wrist-Worn, Real-Time Hand, and Surface Gesture 

Recognition via sEMG and IMU Sensing, IEEE Trans. Ind. Inf. 14 

(2018) 3376–3385. https://doi.org/10.1109/TII.2017.2779814. 
[62] S.Z. Gurbuz, A.C. Gurbuz, E.A. Malaia, D.J. Griffin, C. Crawford, 

M.M. Rahman, E. Kurtoglu, R. Aksu, T. Macks, R. Mdrafi, American 

sign language recognition using RF sensing, IEEE Sens. J. (2020) 1–1. 
https://doi.org/10.1109/jsen.2020.3022376. 

[63] F. Wen, Z. Zhang, T. He, C. Lee, AI enabled sign language recognition 
and VR space bidirectional communication using triboelectric smart 

glove, Nat. Commun. 12 (2021) 5378. https://doi.org/10.1038/s41467-

021-25637-w. 
[64] H. He, H. Chu, R. Pan, L. Ye, K. Zhang, W. Chen, P. Zhang, S. Lan, 

Overview of Electromagnetic Representation and Interpretation of Sign 

Language Semantics, in: 2022 IEEE MTT-S International Wireless 
Symposium (IWS), 2022: pp. 1–3. 

https://doi.org/10.1109/IWS55252.2022.9977943. 

[65] T. Shanableh, K. Assaleh, Feature modeling using polynomial 
classifiers and stepwise regression, Neurocomputing. 73 (2010) 1752–

1759. https://doi.org/10.1016/j.neucom.2009.11.045. 

[66] T. Mantecón, A. Mantecón, C.R. del-Blanco, F. Jaureguizar, N. García, 
Enhanced gesture-based human-computer interaction through a 

Compressive Sensing reduction scheme of very large and efficient 

depth feature descriptors, in: 2015 12th IEEE International Conference 
on Advanced Video and Signal Based Surveillance (AVSS), 2015: pp. 

1–6. https://doi.org/10.1109/AVSS.2015.7301804. 

[67] M. Maebatake, I. Suzuki, M. Nishida, Y. Horiuchi, S. Kuroiwa, Sign 
Language Recognition Based on Position and Movement Using Multi-

Stream HMM, in: 2008 Second International Symposium on Universal 

Communication, 2008: pp. 478–481. 
https://doi.org/10.1109/ISUC.2008.56. 

[68] X. Zhang, X. Chen, Y. Li, V. Lantz, K. Wang, J. Yang, A Framework 

for Hand Gesture Recognition Based on Accelerometer and EMG 
Sensors, IEEE Transactions on Systems, Man, and Cybernetics - Part 

A: Systems and Humans. 41 (2011) 1064–1076. 

https://doi.org/10.1109/TSMCA.2011.2116004. 
[69] S. Shahriar, A. Siddiquee, T. Islam, A. Ghosh, R. Chakraborty, A.I. 

Khan, C. Shahnaz, S.A. Fattah, Real-Time American Sign Language 

Recognition Using Skin Segmentation and Image Category 
Classification with Convolutional Neural Network and Deep Learning, 

in: TENCON 2018 - 2018 IEEE Region 10 Conference, 2018: pp. 

1168–1171. https://doi.org/10.1109/TENCON.2018.8650524. 
[70] P. Sharma, R.S. Anand, A comprehensive evaluation of deep models 

and optimizers for Indian sign language recognition, Graphics and 

Visual Computing. 5 (2021) 200032. 
https://doi.org/10.1016/j.gvc.2021.200032. 

[71] L. Ji, J. Liu, S. Shimamoto, Recognition of Japanese Sign Language by 

Sensor-Based Data Glove Employing Machine Learning, in: 2022 
IEEE 4th Global Conference on Life Sciences and Technologies 

(LifeTech), ieeexplore.ieee.org, 2022: pp. 256–258. 

https://doi.org/10.1109/LifeTech53646.2022.9754851. 
[72] R.H. Abiyev, M. Arslan, J.B. Idoko, Sign language translation using 

deep convolutional neural networks, KSII Transactions on Internet and. 

(2020). 
https://www.koreascience.or.kr/article/JAKO202011161036129.page. 

[73] S.A. Mehdi, Y.N. Khan, Sign language recognition using sensor 

gloves, in: Proceedings of the 9th International Conference on Neural 
Information Processing, 2002. ICONIP ’02., 2002: pp. 2204–2206 

vol.5. https://doi.org/10.1109/ICONIP.2002.1201884. 
[74] A.I. Nadaf, S.A. Pardeshi, Decision Tree-Based Classification of 

sEMG and Accelerometer Data of Sign Language, in: Advances in 

Communication, Devices and Networking, Springer Nature Singapore, 
2023: pp. 87–97. https://doi.org/10.1007/978-981-19-2004-2_8. 

[75] G. Fang, W. Gao, A SRN/HMM system for signer-independent 

continuous sign language recognition, in: Proceedings of Fifth IEEE 
International Conference on Automatic Face Gesture Recognition, 

2002: pp. 312–317. https://doi.org/10.1109/AFGR.2002.1004172. 

[76] Y. Bengio, P. Simard, P. Frasconi, Learning long-term dependencies 
with gradient descent is difficult, IEEE Trans. Neural Netw. 5 (1994) 

http://paperpile.com/b/jJ3XzN/8ITr
http://paperpile.com/b/jJ3XzN/8ITr
https://www.neliti.com/publications/342497/sign-language-recognition-using-image-processing
https://www.neliti.com/publications/342497/sign-language-recognition-using-image-processing
http://paperpile.com/b/jJ3XzN/8ITr
http://paperpile.com/b/jJ3XzN/MIEJ
http://paperpile.com/b/jJ3XzN/MIEJ
http://paperpile.com/b/jJ3XzN/MIEJ
http://paperpile.com/b/jJ3XzN/MIEJ
http://paperpile.com/b/jJ3XzN/MIEJ
http://dx.doi.org/10.1109/ICETST55735.2022.9922949.
http://paperpile.com/b/jJ3XzN/Dn2p
http://paperpile.com/b/jJ3XzN/Dn2p
http://paperpile.com/b/jJ3XzN/Dn2p
http://paperpile.com/b/jJ3XzN/Dn2p
http://dx.doi.org/10.14569/IJACSA.2023.0140199.
http://paperpile.com/b/jJ3XzN/26Wd
http://paperpile.com/b/jJ3XzN/26Wd
http://paperpile.com/b/jJ3XzN/26Wd
http://paperpile.com/b/jJ3XzN/26Wd
http://paperpile.com/b/jJ3XzN/26Wd
http://dx.doi.org/10.1145/3492547.3492606.
http://paperpile.com/b/jJ3XzN/xWBD
http://paperpile.com/b/jJ3XzN/xWBD
http://paperpile.com/b/jJ3XzN/xWBD
http://paperpile.com/b/jJ3XzN/xWBD
http://dx.doi.org/10.1007/s11042-022-14117-y.
http://paperpile.com/b/jJ3XzN/E5Du
http://paperpile.com/b/jJ3XzN/E5Du
http://paperpile.com/b/jJ3XzN/E5Du
http://dx.doi.org/10.1007/s13369-020-04758-2.
http://dx.doi.org/10.1007/s13369-020-04758-2.
http://paperpile.com/b/jJ3XzN/rfGK
http://paperpile.com/b/jJ3XzN/rfGK
http://paperpile.com/b/jJ3XzN/rfGK
http://paperpile.com/b/jJ3XzN/rfGK
http://paperpile.com/b/jJ3XzN/rfGK
http://dx.doi.org/10.1109/ICAC3N56670.2022.10074397.
http://paperpile.com/b/jJ3XzN/z0vD
http://paperpile.com/b/jJ3XzN/z0vD
http://paperpile.com/b/jJ3XzN/z0vD
http://paperpile.com/b/jJ3XzN/z0vD
http://dx.doi.org/10.1016/j.eswa.2014.05.024.
http://paperpile.com/b/jJ3XzN/ZTu9
http://paperpile.com/b/jJ3XzN/ZTu9
http://paperpile.com/b/jJ3XzN/ZTu9
http://paperpile.com/b/jJ3XzN/ZTu9
http://paperpile.com/b/jJ3XzN/ZTu9
http://dx.doi.org/10.1109/ICDAR.2005.243.
http://paperpile.com/b/jJ3XzN/g5LK
http://paperpile.com/b/jJ3XzN/g5LK
http://paperpile.com/b/jJ3XzN/g5LK
http://paperpile.com/b/jJ3XzN/g5LK
http://paperpile.com/b/jJ3XzN/g5LK
http://dx.doi.org/10.1007/s11760-022-02167-6.
http://paperpile.com/b/jJ3XzN/91gV
http://paperpile.com/b/jJ3XzN/91gV
http://paperpile.com/b/jJ3XzN/91gV
http://paperpile.com/b/jJ3XzN/91gV
http://dx.doi.org/10.1007/s00521-020-05279-7.
http://dx.doi.org/10.1007/s00521-020-05279-7.
http://paperpile.com/b/jJ3XzN/NqOj
http://paperpile.com/b/jJ3XzN/NqOj
http://paperpile.com/b/jJ3XzN/NqOj
http://paperpile.com/b/jJ3XzN/NqOj
http://dx.doi.org/10.1109/ACCESS.2021.3110912.
http://paperpile.com/b/jJ3XzN/ASYH
http://paperpile.com/b/jJ3XzN/ASYH
http://paperpile.com/b/jJ3XzN/ASYH
http://dx.doi.org/10.1016/j.compeleceng.2020.106898.
http://paperpile.com/b/jJ3XzN/IOvi
http://paperpile.com/b/jJ3XzN/IOvi
http://paperpile.com/b/jJ3XzN/IOvi
http://paperpile.com/b/jJ3XzN/IOvi
http://paperpile.com/b/jJ3XzN/IOvi
http://dx.doi.org/10.1109/ROBIO49542.2019.8961641.
http://paperpile.com/b/jJ3XzN/QhWo
http://paperpile.com/b/jJ3XzN/QhWo
http://paperpile.com/b/jJ3XzN/QhWo
http://paperpile.com/b/jJ3XzN/QhWo
http://paperpile.com/b/jJ3XzN/QhWo
http://dx.doi.org/10.1109/ICACCS54159.2022.9784996.
http://paperpile.com/b/jJ3XzN/Zmym
http://paperpile.com/b/jJ3XzN/Zmym
http://paperpile.com/b/jJ3XzN/Zmym
http://paperpile.com/b/jJ3XzN/Zmym
http://dx.doi.org/10.1007/978-3-030-51328-3_30.
http://paperpile.com/b/jJ3XzN/kORS
http://paperpile.com/b/jJ3XzN/kORS
http://paperpile.com/b/jJ3XzN/kORS
http://paperpile.com/b/jJ3XzN/kORS
http://paperpile.com/b/jJ3XzN/kORS
http://dx.doi.org/10.1145/3036290.3036322.
http://paperpile.com/b/jJ3XzN/yM1k
http://paperpile.com/b/jJ3XzN/yM1k
http://paperpile.com/b/jJ3XzN/yM1k
http://paperpile.com/b/jJ3XzN/yM1k
http://dx.doi.org/10.1109/TII.2017.2779814.
http://paperpile.com/b/jJ3XzN/cDzw
http://paperpile.com/b/jJ3XzN/cDzw
http://paperpile.com/b/jJ3XzN/cDzw
http://paperpile.com/b/jJ3XzN/cDzw
http://dx.doi.org/10.1109/jsen.2020.3022376.
http://paperpile.com/b/jJ3XzN/P5Xd
http://paperpile.com/b/jJ3XzN/P5Xd
http://paperpile.com/b/jJ3XzN/P5Xd
http://dx.doi.org/10.1038/s41467-021-25637-w.
http://dx.doi.org/10.1038/s41467-021-25637-w.
http://paperpile.com/b/jJ3XzN/9EJF
http://paperpile.com/b/jJ3XzN/9EJF
http://paperpile.com/b/jJ3XzN/9EJF
http://paperpile.com/b/jJ3XzN/9EJF
http://paperpile.com/b/jJ3XzN/9EJF
http://dx.doi.org/10.1109/IWS55252.2022.9977943.
http://paperpile.com/b/jJ3XzN/6XtX
http://paperpile.com/b/jJ3XzN/6XtX
http://paperpile.com/b/jJ3XzN/6XtX
http://dx.doi.org/10.1016/j.neucom.2009.11.045.
http://paperpile.com/b/jJ3XzN/5YNc
http://paperpile.com/b/jJ3XzN/5YNc
http://paperpile.com/b/jJ3XzN/5YNc
http://paperpile.com/b/jJ3XzN/5YNc
http://paperpile.com/b/jJ3XzN/5YNc
http://paperpile.com/b/jJ3XzN/5YNc
http://dx.doi.org/10.1109/AVSS.2015.7301804.
http://paperpile.com/b/jJ3XzN/G1Fo
http://paperpile.com/b/jJ3XzN/G1Fo
http://paperpile.com/b/jJ3XzN/G1Fo
http://paperpile.com/b/jJ3XzN/G1Fo
http://paperpile.com/b/jJ3XzN/G1Fo
http://dx.doi.org/10.1109/ISUC.2008.56.
http://paperpile.com/b/jJ3XzN/G30j
http://paperpile.com/b/jJ3XzN/G30j
http://paperpile.com/b/jJ3XzN/G30j
http://paperpile.com/b/jJ3XzN/G30j
http://paperpile.com/b/jJ3XzN/G30j
http://dx.doi.org/10.1109/TSMCA.2011.2116004.
http://paperpile.com/b/jJ3XzN/QCwb
http://paperpile.com/b/jJ3XzN/QCwb
http://paperpile.com/b/jJ3XzN/QCwb
http://paperpile.com/b/jJ3XzN/QCwb
http://paperpile.com/b/jJ3XzN/QCwb
http://paperpile.com/b/jJ3XzN/QCwb
http://dx.doi.org/10.1109/TENCON.2018.8650524.
http://paperpile.com/b/jJ3XzN/uTLP
http://paperpile.com/b/jJ3XzN/uTLP
http://paperpile.com/b/jJ3XzN/uTLP
http://paperpile.com/b/jJ3XzN/uTLP
http://dx.doi.org/10.1016/j.gvc.2021.200032.
http://paperpile.com/b/jJ3XzN/ZAPc
http://paperpile.com/b/jJ3XzN/ZAPc
http://paperpile.com/b/jJ3XzN/ZAPc
http://paperpile.com/b/jJ3XzN/ZAPc
http://paperpile.com/b/jJ3XzN/ZAPc
http://dx.doi.org/10.1109/LifeTech53646.2022.9754851.
http://paperpile.com/b/jJ3XzN/kgyN
http://paperpile.com/b/jJ3XzN/kgyN
http://paperpile.com/b/jJ3XzN/kgyN
http://paperpile.com/b/jJ3XzN/kgyN
https://www.koreascience.or.kr/article/JAKO202011161036129.page
http://paperpile.com/b/jJ3XzN/kgyN
http://paperpile.com/b/jJ3XzN/Jkxl
http://paperpile.com/b/jJ3XzN/Jkxl
http://paperpile.com/b/jJ3XzN/Jkxl
http://paperpile.com/b/jJ3XzN/Jkxl
http://dx.doi.org/10.1109/ICONIP.2002.1201884.
http://paperpile.com/b/jJ3XzN/qgrU
http://paperpile.com/b/jJ3XzN/qgrU
http://paperpile.com/b/jJ3XzN/qgrU
http://paperpile.com/b/jJ3XzN/qgrU
http://dx.doi.org/10.1007/978-981-19-2004-2_8.
http://paperpile.com/b/jJ3XzN/ppSD
http://paperpile.com/b/jJ3XzN/ppSD
http://paperpile.com/b/jJ3XzN/ppSD
http://paperpile.com/b/jJ3XzN/ppSD
http://dx.doi.org/10.1109/AFGR.2002.1004172.
http://paperpile.com/b/jJ3XzN/EUlU
http://paperpile.com/b/jJ3XzN/EUlU


Journal of Xi’an Shiyou University, Natural Science Edition                                                                            ISSN: 1673-064X     
  

http://xisdxjxsu.asia                                             VOLUME 19 ISSUE 05 MAY 2023                                                    292-302 

 

157–166. https://doi.org/10.1109/72.279181. 
[77] A. Mittal, P. Kumar, P.P. Roy, R. Balasubramanian, B.B. Chaudhuri, A 

Modified LSTM Model for Continuous Sign Language Recognition 

Using Leap Motion, IEEE Sensors Journal. 19 (2019) 7056–7063. 
https://doi.org/10.1109/jsen.2019.2909837. 

[78] S. Mhatre, S. Joshi, H.B. Kulkarni, Sign Language Detection using 

LSTM, in: 2022 IEEE International Conference on Current 
Development in Engineering and Technology (CCET), 

ieeexplore.ieee.org, 2022: pp. 1–6. 

https://doi.org/10.1109/CCET56606.2022.10080705. 
[79] I. Papastratis, K. Dimitropoulos, P. Daras, Continuous Sign Language 

Recognition through a Context-Aware Generative Adversarial 
Network, Sensors . 21 (2021). https://doi.org/10.3390/s21072437. 

[80] S. Krishna, J. Ukey, Gan based indian sign language synthesis, 

Proceedings of the Twelfth Indian Conference on. (2021). 
https://dl.acm.org/doi/abs/10.1145/3490035.3490301. 

[81] P.D. Rosero-Montalvo, P. Godoy-Trujillo, E. Flores-Bosmediano, J. 

Carrascal-García, S. Otero-Potosi, H. Benitez-Pereira, D.H. Peluffo-
Ordóñez, Sign Language Recognition Based on Intelligent Glove 

Using Machine Learning Techniques, in: 2018 IEEE Third Ecuador 

Technical Chapters Meeting (ETCM), 2018: pp. 1–5. 
https://doi.org/10.1109/ETCM.2018.8580268. 

[82] N. Siddiqui, R.H.M. Chan, A wearable hand gesture recognition device 

based on acoustic measurements at wrist, in: 2017 39th Annual 
International Conference of the IEEE Engineering in Medicine and 

Biology Society (EMBC), 2017: pp. 4443–4446. 

https://doi.org/10.1109/EMBC.2017.8037842. 
[83] Y. Zhang, B. Liu, Z. Liu, Recognizing Hand Gestures With Pressure-

Sensor-Based Motion Sensing, IEEE Trans. Biomed. Circuits Syst. 13 

(2019) 1425–1436. https://doi.org/10.1109/TBCAS.2019.2940030. 
[84] W. Aly, S. Aly, S. Almotairi, User-Independent American Sign 

Language Alphabet Recognition Based on Depth Image and PCANet 

Features, IEEE Access. 7 (2019) 123138–123150. 
https://doi.org/10.1109/ACCESS.2019.2938829. 

[85] A multimodal framework for sensor based sign language recognition, 

Neurocomputing. 259 (2017) 21–38. 
https://doi.org/10.1016/j.neucom.2016.08.132. 

[86] M. Jebali, A. Dakhli, M. Jemni, Vision-based continuous sign language 

recognition using multimodal sensor fusion, Evolving Systems. 12 
(2021) 1031–1044. https://doi.org/10.1007/s12530-020-09365-y. 

[87] M.I. Rusydi, S. Syafii, R. Hadelina, E. Kimin, A.W. Setiawan, A. 

Rusydi, Recognition of sign language hand gestures using leap motion 
sensor based on threshold and ANN models, Bulletin of Electrical 

Engineering and Informatics. 9 (2020) 473–483. 

https://doi.org/10.11591/eei.v9i2.1194. 
[88] P. Meier, K. Rohrmann, M. Sandner, M. Prochaska, Application of 

magnetic field sensors for hand gesture recognition with neural 

networks, in: 2019 IEEE 1st Global Conference on Life Sciences and 
Technologies (LifeTech), 2019: pp. 200–203. 

https://doi.org/10.1109/LifeTech.2019.8884006. 

[89] M. Hassan, K. Assaleh, T. Shanableh, Multiple Proposals for 
Continuous Arabic Sign Language Recognition, Sensing and Imaging. 

20 (2019) 4. https://doi.org/10.1007/s11220-019-0225-3. 

[90] Z. Liu, L. Pang, X. Qi, MEN: Mutual Enhancement Networks for Sign 
Language Recognition and Education, IEEE Trans Neural Netw Learn 

Syst. PP (2022). https://doi.org/10.1109/TNNLS.2022.3174031. 

[91] D. Ryumin, D. Ivanko, A. Axyonov, I. Kagirov, A. Karpov, M. 
Zelezny, Human-Robot Interaction with Smart Shopping Trolley Using 

Sign Language: Data Collection, in: 2019 IEEE International 

Conference on Pervasive Computing and Communications Workshops 
(PerCom Workshops), 2019: pp. 949–954. 

https://doi.org/10.1109/PERCOMW.2019.8730886. 
[92] E.P. da Silva, P.D.P. Costa, K.M.O. Kumada, J.M. De Martino, SILFA: 

Sign Language Facial Action Database for the Development of 

Assistive Technologies for the Deaf, in: 2020 15th IEEE International 
Conference on Automatic Face and Gesture Recognition (FG 2020), 

2020: pp. 688–692. https://doi.org/10.1109/FG47880.2020.00059. 

[93] V. Gomathi, Indian Sign Language Recognition through Hybrid 
ConvNet-LSTM Networks, EMITTER International Journal of 

Engineering. (2021). 

http://emitter.pens.ac.id/index.php/emitter/article/view/613. 
[94] D. Bragg, O. Koller, N. Caselli, W. Thies, Exploring collection of sign 

language datasets: Privacy, participation, and model performance, 
Proceedings of the 22nd. (2020). 

https://dl.acm.org/doi/abs/10.1145/3373625.3417024. 

[95] D. Bragg, N. Caselli, J.W. Gallagher, M. Goldberg, C.J. Oka, W. 
Thies, ASL Sea Battle: Gamifying Sign Language Data Collection, in: 

Proceedings of the 2021 CHI Conference on Human Factors in 

Computing Systems, Association for Computing Machinery, New 
York, NY, USA, 2021: pp. 1–13. 

https://doi.org/10.1145/3411764.3445416. 

[96] X. Jiang, Y.-D. Zhang, Chinese Sign Language Fingerspelling via Six-
Layer Convolutional Neural Network with Leaky Rectified Linear 

Units for Therapy and Rehabilitation, Journal of Medical Imaging and 
Health Informatics. 9 (2019) 2031–2090. 

https://doi.org/10.1166/jmihi.2019.2804. 

[97] M.S. Amin, S.T.H. Rizvi, M.M. Hossain, A Comparative Review on 
Applications of Different Sensors for Sign Language Recognition, J. 

Imaging Sci. Technol. 8 (2022). 

https://doi.org/10.3390/jimaging8040098. 
[98] O.M. Sincan, J.C.S. Jacques, S. Escalera, H.Y. Keles, ChaLearn LAP 

large scale signer independent isolated sign language recognition 

challenge: Design, results and future research, in: 2021 IEEE/CVF 
Conference on Computer Vision and Pattern Recognition Workshops 

(CVPRW), IEEE, 2021: pp. 3472–3481. 

https://doi.org/10.1109/cvprw53098.2021.00386. 
[99] R. Presotto, G. Civitarese, C. Bettini, FedCLAR: Federated Clustering 

for Personalized Sensor-Based Human Activity Recognition, in: 2022 

IEEE International Conference on Pervasive Computing and 
Communications (PerCom), 2022: pp. 227–236. 

https://doi.org/10.1109/PerCom53586.2022.9762352. 

[100] B. McMahan, E. Moore, D. Ramage, Communication-efficient learning 
of deep networks from decentralized data, Artif. Intell. (2017). 

http://proceedings.mlr.press/v54/mcmahan17a?ref=https://githubhelp.c
om. 

http://paperpile.com/b/jJ3XzN/EUlU
http://dx.doi.org/10.1109/72.279181.
http://paperpile.com/b/jJ3XzN/omja
http://paperpile.com/b/jJ3XzN/omja
http://paperpile.com/b/jJ3XzN/omja
http://paperpile.com/b/jJ3XzN/omja
http://dx.doi.org/10.1109/jsen.2019.2909837.
http://paperpile.com/b/jJ3XzN/7qzE
http://paperpile.com/b/jJ3XzN/7qzE
http://paperpile.com/b/jJ3XzN/7qzE
http://paperpile.com/b/jJ3XzN/7qzE
http://paperpile.com/b/jJ3XzN/7qzE
http://dx.doi.org/10.1109/CCET56606.2022.10080705.
http://paperpile.com/b/jJ3XzN/yUGO
http://paperpile.com/b/jJ3XzN/yUGO
http://paperpile.com/b/jJ3XzN/yUGO
http://dx.doi.org/10.3390/s21072437.
http://paperpile.com/b/jJ3XzN/MrcE
http://paperpile.com/b/jJ3XzN/MrcE
https://dl.acm.org/doi/abs/10.1145/3490035.3490301
http://paperpile.com/b/jJ3XzN/MrcE
http://paperpile.com/b/jJ3XzN/K7I25
http://paperpile.com/b/jJ3XzN/K7I25
http://paperpile.com/b/jJ3XzN/K7I25
http://paperpile.com/b/jJ3XzN/K7I25
http://paperpile.com/b/jJ3XzN/K7I25
http://paperpile.com/b/jJ3XzN/K7I25
http://dx.doi.org/10.1109/ETCM.2018.8580268.
http://paperpile.com/b/jJ3XzN/4Mhea
http://paperpile.com/b/jJ3XzN/4Mhea
http://paperpile.com/b/jJ3XzN/4Mhea
http://paperpile.com/b/jJ3XzN/4Mhea
http://paperpile.com/b/jJ3XzN/4Mhea
http://dx.doi.org/10.1109/EMBC.2017.8037842.
http://paperpile.com/b/jJ3XzN/tZUsJ
http://paperpile.com/b/jJ3XzN/tZUsJ
http://paperpile.com/b/jJ3XzN/tZUsJ
http://dx.doi.org/10.1109/TBCAS.2019.2940030.
http://paperpile.com/b/jJ3XzN/sdqQ
http://paperpile.com/b/jJ3XzN/sdqQ
http://paperpile.com/b/jJ3XzN/sdqQ
http://paperpile.com/b/jJ3XzN/sdqQ
http://dx.doi.org/10.1109/ACCESS.2019.2938829.
http://paperpile.com/b/jJ3XzN/wItU
http://paperpile.com/b/jJ3XzN/wItU
http://paperpile.com/b/jJ3XzN/wItU
http://dx.doi.org/10.1016/j.neucom.2016.08.132.
http://paperpile.com/b/jJ3XzN/yvEwD
http://paperpile.com/b/jJ3XzN/yvEwD
http://paperpile.com/b/jJ3XzN/yvEwD
http://dx.doi.org/10.1007/s12530-020-09365-y.
http://paperpile.com/b/jJ3XzN/1maE
http://paperpile.com/b/jJ3XzN/1maE
http://paperpile.com/b/jJ3XzN/1maE
http://paperpile.com/b/jJ3XzN/1maE
http://paperpile.com/b/jJ3XzN/1maE
http://dx.doi.org/10.11591/eei.v9i2.1194.
http://paperpile.com/b/jJ3XzN/9YLr9
http://paperpile.com/b/jJ3XzN/9YLr9
http://paperpile.com/b/jJ3XzN/9YLr9
http://paperpile.com/b/jJ3XzN/9YLr9
http://paperpile.com/b/jJ3XzN/9YLr9
http://dx.doi.org/10.1109/LifeTech.2019.8884006.
http://paperpile.com/b/jJ3XzN/NQSmW
http://paperpile.com/b/jJ3XzN/NQSmW
http://paperpile.com/b/jJ3XzN/NQSmW
http://dx.doi.org/10.1007/s11220-019-0225-3.
http://paperpile.com/b/jJ3XzN/UfY3
http://paperpile.com/b/jJ3XzN/UfY3
http://paperpile.com/b/jJ3XzN/UfY3
http://dx.doi.org/10.1109/TNNLS.2022.3174031.
http://paperpile.com/b/jJ3XzN/ekGO
http://paperpile.com/b/jJ3XzN/ekGO
http://paperpile.com/b/jJ3XzN/ekGO
http://paperpile.com/b/jJ3XzN/ekGO
http://paperpile.com/b/jJ3XzN/ekGO
http://paperpile.com/b/jJ3XzN/ekGO
http://dx.doi.org/10.1109/PERCOMW.2019.8730886.
http://paperpile.com/b/jJ3XzN/Ynlc
http://paperpile.com/b/jJ3XzN/Ynlc
http://paperpile.com/b/jJ3XzN/Ynlc
http://paperpile.com/b/jJ3XzN/Ynlc
http://paperpile.com/b/jJ3XzN/Ynlc
http://dx.doi.org/10.1109/FG47880.2020.00059.
http://paperpile.com/b/jJ3XzN/lW9g
http://paperpile.com/b/jJ3XzN/lW9g
http://paperpile.com/b/jJ3XzN/lW9g
http://paperpile.com/b/jJ3XzN/lW9g
http://emitter.pens.ac.id/index.php/emitter/article/view/613
http://paperpile.com/b/jJ3XzN/lW9g
http://paperpile.com/b/jJ3XzN/a1Do
http://paperpile.com/b/jJ3XzN/a1Do
http://paperpile.com/b/jJ3XzN/a1Do
http://paperpile.com/b/jJ3XzN/a1Do
https://dl.acm.org/doi/abs/10.1145/3373625.3417024
http://paperpile.com/b/jJ3XzN/a1Do
http://paperpile.com/b/jJ3XzN/BLPw
http://paperpile.com/b/jJ3XzN/BLPw
http://paperpile.com/b/jJ3XzN/BLPw
http://paperpile.com/b/jJ3XzN/BLPw
http://paperpile.com/b/jJ3XzN/BLPw
http://paperpile.com/b/jJ3XzN/BLPw
http://dx.doi.org/10.1145/3411764.3445416.
http://paperpile.com/b/jJ3XzN/Tpaa
http://paperpile.com/b/jJ3XzN/Tpaa
http://paperpile.com/b/jJ3XzN/Tpaa
http://paperpile.com/b/jJ3XzN/Tpaa
http://paperpile.com/b/jJ3XzN/Tpaa
http://dx.doi.org/10.1166/jmihi.2019.2804.
http://paperpile.com/b/jJ3XzN/erEN
http://paperpile.com/b/jJ3XzN/erEN
http://paperpile.com/b/jJ3XzN/erEN
http://paperpile.com/b/jJ3XzN/erEN
http://dx.doi.org/10.3390/jimaging8040098.
http://paperpile.com/b/jJ3XzN/nzXa
http://paperpile.com/b/jJ3XzN/nzXa
http://paperpile.com/b/jJ3XzN/nzXa
http://paperpile.com/b/jJ3XzN/nzXa
http://paperpile.com/b/jJ3XzN/nzXa
http://paperpile.com/b/jJ3XzN/nzXa
http://dx.doi.org/10.1109/cvprw53098.2021.00386.
http://paperpile.com/b/jJ3XzN/UXOk
http://paperpile.com/b/jJ3XzN/UXOk
http://paperpile.com/b/jJ3XzN/UXOk
http://paperpile.com/b/jJ3XzN/UXOk
http://paperpile.com/b/jJ3XzN/UXOk
http://dx.doi.org/10.1109/PerCom53586.2022.9762352.
http://paperpile.com/b/jJ3XzN/3kBE
http://paperpile.com/b/jJ3XzN/3kBE
http://proceedings.mlr.press/v54/mcmahan17a?ref=https://githubhelp.com
http://proceedings.mlr.press/v54/mcmahan17a?ref=https://githubhelp.com
http://paperpile.com/b/jJ3XzN/3kBE

