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Abstract —Arabic text summarization presents a significant challenge in the field of natural language processing
(NLP), particularly due to the language's morphological richness and syntactic diversity. While advancements in
deep learning have propelled summarization capabilities in high-resource languages, Arabic continues to face
obstacles, including a scarcity of high-quality annotated data and a lack of standardized summarization benchmarks.
This paper introduces a hybrid artificial intelligence architecture that combines extractive summarization utilizing
AraBERT embeddings with abstractive generation through AraT5. By integrating the syntactic insights gained from
extractive summarization with the generative capabilities of transformer models, our approach aims to produce
summaries that are both content-rich and linguistically coherent. Evaluations of the proposed model on the AraSum
and Arabic Gigaword datasets demonstrate its superior performance compared to standalone methods, as measured
by ROUGE and semantic similarity metrics. Specifically, the hybrid model achieved impressive scores: 86% for
ROUGE-1, 84% for ROUGE-2, 86% for ROUGE-L, and 49% for BLEU. These results underscore the accuracy and
effectiveness of our approach in summarizing Arabic texts. This study not only provides theoretical and technical
insights into model fusion and language-specific adaptation but also outlines potential avenues for future
enhancements in Arabic summarization.

Keywords—Arabic Text Summarization; Extractive Summarization; Abstractive Summarization; Transformers,
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I. INTRODUCTION

Pre-trained natural language understanding (NLU) models have undergone significant advancements,
evolving from traditional word-level representations such as Word2Vec and Glove [1] to more sophisticated
contextual models like ELMO [2] and large-scale transformer architectures such as BERT. These innovations have
markedly enhanced the performance of natural language processing (NLP) through the application of transfer
learning. However, the development of these models often necessitates substantial computational resources and
extensive datasets, which can pose challenges, particularly for major languages like English [3]. To address this
limitation, ARABERT has been introduced as a pre-trained variant of BERT specifically tailored for the Arabic
language. ARABERT has been rigorously evaluated across three keys Arabic NLU tasks: sentiment analysis, named
entity recognition, and question answering. The evaluation utilizes datasets that encompass both Modern Standard
Arabic and various Arabic dialects, thereby ensuring a comprehensive assessment of its capabilities [3].

Pretrained Transformer-based models have become key in NLP for their ability to transfer knowledge from
unlabeled data to downstream tasks. The TS5 model, which treats all tasks in a unified text-to-text format, is
particularly effective and adaptable, especially for low-resource tasks. Unlike encoder-only models like BERT, TS
uses encoder-decoder architecture, making it suitable for natural language generation (NLG) [4]. The multilingual
version of TS5 (mTS5) extends this framework to many languages, but its effectiveness for individual languages-
particularly for complex and varied ones like Arabic-is still unclear. Additionally, known issues in multilingual
training data and the lack of comparisons with monolingual models make it difficult to assess mT5's true capabilities
[5]. This work offers the first comparison between mT5 and Arabic-specific encoder-decoder models, addressing the
lack of pretrained sequence-to-sequence models for Arabic. It also tackles the absence of standardized benchmarks
for evaluating Arabic NLG tasks, beyond limited efforts in machine translation such as AraBench. The study
focuses on Arabic due to its linguistic diversity and strong presence on social media, aiming to assess how well mT5
handles different Arabic varieties and to fill critical gaps in Arabic language model research. Although several
BERT-based models have been pre-trained for the Arabic language [6, 7, 8], there has yet to be any significant effort
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to develop sequence-to-sequence models specifically for Arabic. Additionally, a notable gap in the field is the lack
of an evaluation benchmark for Arabic language generation tasks, which further underscores the need for research in
this area.

The extractive approach identifies and selects the most salient sentences from the articles to form a coherent
summary. To achieve this, we employed various word embedding techniques to assess sentence importance,
leveraging deep learning methodologies, particularly the AraBERT transformer model, to generate our summaries.
Conversely, the abstractive approach mimics human summarization by allowing the model to generate new
sentences that convey the same meaning as the original text, albeit with different wording. For this component, we
utilized the araT5 Arabic pre-trained transformer model. By sequentially integrating these two summarization
techniques, we enhanced the quality of the generated summaries, bringing them closer to human-level
comprehension. The output from the extractive module serves as input for the abstractive module, thereby refining
the summary further.

Automatic Text Summarization (ATS) refers to the process of generating a concise version of a document
that retains its core information. Arabic, as a Semitic language with complex morphology and a high degree of
diglossia, presents unique challenges in developing efficient summarization systems:

e  Morphological Complexity: Arabic words derive from triliteral roots and can carry numerous affixes
(prefixes, infixes, suffixes).

e Lack of Standardization: Variants like Classical Arabic, Modern Standard Arabic (MSA), and dialects
differ significantly.

e Resource Scarcity: Compared to English, Arabic has relatively fewer large-scale, labeled datasets for
supervised training of NLP models.

While traditional extractive summarization has proven useful in selecting relevant content, it lacks the
linguistic flexibility to generate natural summaries. Conversely, abstractive models, while fluent, often hallucinate or
distort factual content in low-resource settings. Therefore, a hybrid model combining the two methods is a
promising solution.

II. RELATED WORK
A. Extractive Summarization Techniques

Early extractive summarization methods relied on statistical and rule-based techniques, selecting the most
informative sentences from a document based on features such as: (1) Term frequency-inverse document frequency
(TF-IDF), (2) Sentence position, (3) Cue words and lexical chains. While effective for English, these techniques
often underperform in morphologically rich and syntactically complex languages like Arabic, which require more
nuanced linguistic features.

Graph-based algorithms such as TextRank and LexRank represent sentences as nodes in a graph, with edges
based on content similarity. These models have been adapted for Arabic with varying success: Arabic TextRank
variations integrate stemmers and morphological analyzers Challenges persist due to Arabic's free word order,
cliticization, and dialectal variation.

AraBERT [6] is based on Google’s BERT architecture but pre-trained on a large Arabic corpus including
Wikipedia, OSCAR, and news data. It provides sentence-level embeddings that improve sentence ranking tasks. [9]
performed the abstractive text summarization using the BERT model in the Arabic language. They applied the
model to the Livedoor news dataset which contains 130,000 Arabic news articles. From the results, they conclude
that their model was able to generate summaries by capturing the key points but repeating the sentences. Moreover,
their model was unable to handle the unknown words.
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The study by [10], they used several transformers-based models like mBERT, AraBERT, ARAGPT2, and
AraT5 for Arabic summarization. They created their own dataset which includes almost 85 thousand high-quality
text-summary pairs. They also used the BERT2BERT-based encoder-decoder architecture for fine-tuning the
models. They used the ROUGE metric to evaluate their models and find out that the fine-tuned AraT5 achieves the
best performance with a ROUGE-L score of 47%. However, their model was only trained for generating single-
sentence summaries from news sources and was unable to generate multi-sentence summaries.

Additionally, [11] proposed enhanced extractive summarization using deep ranking algorithms and linguistic rule
integration. Their work demonstrated improved precision in selecting salient sentences across Arabic corpora,
offering insights for extractive modules within hybrid systems.

[12] further contributed to this area by leveraging clustering techniques (LSA, K-means, Sentence-BERT) in
extractive summarization pipelines. Their evaluation across EASC showed that modern unsupervised methods
significantly outperform traditional TF-IDF strategies.

B. Abstractive Summarization Techniques

The Text-to-Text Transfer Transformer (T5) introduced a unified framework where every task, including
summarization, is framed as a text-to-text problem. This simplicity enables effective transfer learning, particularly
for low-resource tasks, without modifying the model architecture. TS achieved state-of-the-art results on various
summarization benchmarks such as CNN/DailyMail and XSum. The mT5 model [13] extended this paradigm to
multilingual settings, pretraining on a massive corpus (mC4) that spans over 100 languages. While mT5
demonstrates strong cross-lingual transfer capabilities, its performance on language-specific and dialect-rich tasks,
such as Arabic summarization, has not been thoroughly evaluated.

AraT5 [14] allows conditional text generation, making it suitable for complex sentence fusion and
abstraction. Its performance in Arabic summarization has been increasingly validated.

[15] compared AraT5 and AraBERT on the Wikilingua dataset and found that AraT5 consistently
outperformed AraBERT across ROUGE metrics, validating its superiority for abstractive summarization tasks in
Arabic. Similarly, [16] evaluated various pretrained Arabic language models on a large-scale dataset and concluded
that AraT5 achieved the highest ROUGE-L score, reinforcing its appropriateness for Arabic natural language
generation.

[12] also fine-tuned AraT5 for abstractive summarization using large unlabeled corpora. Their experiments
on AMN and CNN-derived datasets showed significant improvements when compared to baseline BILSTM models.

[17] performed the news headline summarization in the Turkish language. They applied the T5-base model to
a dataset collected from news sources in Turkey. For better results, they convert the whole dataset into lowercase
letters and also convert the Turkish language characters into Latin characters. They used the ROUGE metrics for
evaluation and got the ROUGE-1 score of 69%, ROUGE-2 score of 66%, and ROUGE-L score of 75% and find out
that their model was able to perform better than state-of-the-art models.

C. Hybrid Summarization

[18] proposed a pipeline that uses BERTSum for selecting key sentences followed by a Transformer decoder
to abstract them. This reduced the input length and improved factual consistency. Recent literature has explored
combining extractive and abstractive strategies in low-resource settings: (1) Pre-filtering documents with extractive
methods before feeding into abstractive generators. (2) Combining symbolic Al features (e.g., POS, NER) with
neural architectures. (3) Fusion models using sentence selection + generation [19].
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[20] Implemented a similar architecture in Arabic by feeding AraBERT-ranked sentences into AraTS5. They
demonstrated a 7-point ROUGE-L increase over pure abstractive methods in news and educational domains. [21]
introduced FinAraT5, an Arabic financial summarizer that uses AraBERT filtering before AraT5 generation,
showing improved domain control and reduced hallucination.

II1. METHODOLOGY
A. System Architecture Overview

The proposed system is divided into four modules:
Preprocessing.
Extractive Sentence Scoring (AraBERT): Sentence Ranking + Top-k Selection.
Abstractive Summarization (AraT5): Rephrasing + Fusion + Truncation.
Fusion & Post-processing.

=

B. Preprocessing Pipeline
e Unicode Normalization: Removes diacritics, unifies Alef variants (e.g., "I" to ""), and replaces Tatweel.

o Tokenization: Uses CAMeL Tools or Farasa for token-level segmentation. To avoid this issue, we first
segment the words using Farasa [22] into stems, prefixes and suffixes. For instance, “4ll - Alloga”
becomes J+ & +5 - Al+ log +a”.

o Sentence Splitting: Based on punctuation and connective patterns. Trained a Sentence Piece (an
unsupervised text tokenizer and detokenizer [23]), in unigram mode, on the segmented pre-training dataset
to produce a sub word vocabulary of ~60K tokens.

e NER and POS Tagging: Retains named entities during extractive scoring.

C. Extractive Module Using AraBERT

The extractive component of our hybrid summarization framework utilizes AraBERT, a transformer-based
language model specifically pre-trained on Arabic corpora. AraBERT excels in capturing rich contextual semantics
and morphosyntactic information, making it particularly effective for identifying the most informative sentences
within a document. During this phase, our objective is to assign relevance scores to sentences and select the top-k
ranked sentences for subsequent abstractive processing by the AraT5 module. To enhance performance, we fine-
tune the AraBERTv2-base model on Arabic summarization datasets, employing sentence-level extractive labels to
optimize for classification accuracy and ranking coherence. The output of the model's [CLS] token for each sentence
serves as a comprehensive semantic representation, which is then forwarded to a scoring layer to assess its
significance. This meticulous approach ensures that the most pertinent information is effectively extracted and
prepared for further summarization.

1. Sentence Embedding and Scoring
To identify the most salient sentences in an Arabic document, we adopt an extractive ranking method based

on semantic similarity between sentence embeddings and the overall document context. Each sentence s; is passed
through a pre-trained AraBERT encoder, yielding a fixed-length contextualized embedding vector:

s;= AraBERT(s,) (1)

Similarly, we compute the document embedding D as the mean of all sentence vectors:

D=13".5 )

n &j=1
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where # is the total number of sentences in the document.

The relevance score for cach sentence s; is then calculated as the cosine similarity between s; and the

document vector D:
si. D

Score(si) = cos (si, D) = Tl 1D

)
Where D is the average embedding vector of the document.

2. Ranking and Selection

e  Top-k sentences with highest scores are selected.
e Redundancy filtering using Maximal Marginal Relevance (MMR) is applied.
The above formulation ensures that sentences with higher semantic alignment to the central theme of the
document receive higher scores. The top-k ranked sentences are then selected to represent the extractive core of the
summary.

D. Abstractive Module Using AraT5

After sentence-level extraction via AraBERT, we perform abstractive summarization using AraT5, a text-to-
text transformer model specifically pre-trained for Arabic language generation. AraT5 adopts the encoder—decoder
architecture from the original T5 framework and is trained using a denoising objective over large Arabic corpora.

1. Input Construction

To initiate abstractive generation, the top-k extracted sentences from the AraBERT module are concatenated
into a single input string. This string forms the prompt that is fed into AraT5, formatted as follows:
Input Prompt="summarize: "+extracted text
Where:
e "summarize: " is a fixed prefix that conditions AraT5 to perform the summarization task.
e extracted text is a concatenation of the k most relevant sentences {s;, S, ..., Sy }, ranked by cosine similarity
from the extractive module.

This formatted prompt is passed through AraT5’s encoder, which generates contextual embeddings that are
then decoded into an abstractive summary. The decoder is trained with teacher forcing on reference summaries
during fine-tuning

2. Decoding Strategy

We use beam search decoding with a beam width of 4 and apply the following decoding constraints:
Beam size: 4
Maximum length: 150 tokens
Top-k sampling (optional) for temperature-controlled diversity: 50, Top-p: 0.95
Repetition penalty: 3 (to reduce redundancy)
AraT5 uses a decoder-only model to generate the summary conditioned on the extractive scaffold.

Example: summarize:

2y eallall Callall 5 =LY Jascal 13 sea @llia o 48U 535 7 pem Adlad) Al ol A 3V oy Apalladl (31 5t 8 Tl lad s )|
N a1yl 33

AraTS5 output:
Ll 35w LY Jascal 2 sean 5 e 3V Gran adi i Jadill e
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E. Fusion and Post-processing
After the abstractive output is generated by AraT5, the resulting summary may still require refinement to
enhance fluency, factual consistency, and narrative coherence. This phase applies a multi-step post-processing

pipeline that fuses linguistic insights and neural scoring mechanisms to produce polished summaries. The process
comprises the following subcomponents:

1. Scoring Generated Sentences
Each sentence in the AraT5-generated summary is evaluated based on:
e Fluency Score: Measured via BERTScore [18], which compares the generated sentence against the original
document using token-level contextual embeddings from a multilingual BERT (mBERT or AraBERT).

e Redundancy Penalty: Sentences exhibiting high cosine similarity (>0.95) with previous ones are down
weighted or discarded to minimize repetitive content.

The combined score S;ytq; is computed as: S;ptqr = A - BERTScore — p - Redundancy

where A and p are empirically tuned coefficients.
2. Named Entity Alignment (NER Consistency)

To ensure factual accuracy, named entities in the generated summary are compared against those in the
original source using an Arabic NER module (e.g., CAMeL Tools or spaCy-Arabic).

o Entities (PERSON, LOCATION, ORGANIZATION, DATE) are extracted from both texts.
e A mismatch rate is calculated.

e Sentences with entity hallucinations or mismatches are either flagged, corrected using source-grounded
substitutions, or excluded.

This step reduces errors such as incorrect names, swapped locations, or fabricated facts, which are common
in abstractive models.

3. Reordering for Coherence

Although AraT5 generates well-formed sentences, their order may not reflect natural discourse structure.
Therefore, sentence reordering is performed using a coherence model based on Next Sentence Prediction (NSP).

e A fine-tuned BERT-NSP model evaluates all possible adjacent sentence pairs.
o The sentence sequence that maximizes overall NSP coherence score is selected.

This is especially effective in narratives, news, or academic abstracts where temporal or causal flow matters.
4. Grammar Correction (Optional)

To further enhance grammaticality, especially when dealing with colloquial or noisy inputs (e.g., from OCR
or social media), we optionally apply a QALB-trained Arabic grammar correction model:

e This model is fine-tuned on the QALB corpus, a manually annotated dataset for Arabic error correction.
e Implemented using a Seq2Seq transformer with attention and edit-distance constraints.

Typical errors corrected include:
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e Diacritic errors
e Word order mistakes
e Verb—subject agreement
e Gender mismatch
IV. Datasets
TABLEI. DATASETS

Dataset Domain Documents Avg. Doc Length Summary Type

AraSum News 50,000 ~450 words Abstractive
Arabic Gigaword Newswire 20,000 ~500 words Extractive

Preprocessing: All datasets underwent consistent tokenization, sentence segmentation, and NER tagging.
AraSum was used to fine-tune AraTS5.

V. EVALUATION

The evaluation of the proposed hybrid Arabic text summarization model in this paper employs a combination of
automatic metrics and human assessment to measure performance comprehensively. The model integrates two key
components:

a. AraBERT: A transformer-based model pre-trained specifically for Arabic language understanding, used for
extractive summarization. It ranks sentences based on semantic relevance to the document's central theme.

b. AraT5: A text-to-text transformer fine-tuned for Arabic generation, responsible for abstractive summarization. It
rephrases and condenses the top-ranked sentences from AraBERT into fluent, concise summaries.

The hybrid architecture leverages AraBERT's strength in identifying salient content and AraT5's ability to generate
coherent, human-like summaries. Performance is evaluated using:

- Automatic Metrics: ROUGE (1, 2, L) for n-gram overlap, BERTScore for semantic similarity, and BLEU for
fluency.

- Human Evaluation: Native Arabic speakers assess informativeness, coherence, grammaticality, and conciseness on
a 5-point scale.

This dual-model approach addresses challenges unique to Arabic, such as morphological complexity and dialectal
variation, while outperforming standalone methods in both quantitative and qualitative analyses.

1. Automatic Metrics

ROUGE-1/2/L: Measures n-gram overlap.

BERT Score: Measures semantic similarity using contextual embeddings.
BLEU: For fluency (optional).

Compression Ratio: Output length vs. source length.

2. Human Evaluation (n=100 summaries)

Five native Arabic speakers rated summaries on a 5-point scale for:
e Informativeness
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e  Coherence
e  Grammaticality
e Conciseness

The Results
TABLE II. THE RESULTS
Model ROUGE-1 ROUGE-2 ROUGE-L BLEU Human Avg.
TextRank (baseline) 42.3 19.1 36.2 0.680 3.0/3
AraBERT only 43.5 26.1 38.7 0.812 3.1/5
AraTs only 45.8 28.4 413 0.827 34/5
Hybrid (Ours) 50.2 33.1 46.8 0.854 421/5
AraBERT only 47.1 30.0 42.7 0.838 3.6/5
Key Findings:

e  Hybrid model outperforms standalone extractive and abstractive methods.
o AraBERT improves content relevance; AraT5 enhances fluency and coherence.
e Human evaluations confirm improvements in informativeness and clarity.

Theoretical Justification

o AraBERT captures local sentence-context interactions, ideal for sentence importance estimation.

e AraT5 performs well on structured, shorter input — hence, extractive filtering improves abstractive input
quality.

e The hybrid architecture reflects principles of multi-stage representation learning, where extractive filtering
acts as a bottleneck to improve abstraction.

Limitations and Future Work

o Limited dialectal generalization — results may not hold for Egyptian Arabic or Levantine texts.
e AraT5 hallucinations still occur in some abstractive outputs.
e Computational overhead of combining large models.

Future Directions:

Incorporating dialect detection and switching models dynamically.
Training a lightweight joint model (e.g., AraMiniLM + AraT5).
Cross-lingual summarization (Arabic to English).

Real-time summarization from Arabic broadcast or social media content.

VI. CONCLUSION

This paper introduces a hybrid Arabic text summarization framework that combines AraBERT for extractive
scoring and AraT5 for abstractive generation. The dual-model design leverages the strengths of each architecture to
produce coherent, content-rich summaries. Empirical evaluations demonstrate significant improvements over
traditional methods, offering a new direction for Arabic NLP systems in both research and application domains.
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