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Abstract :- The main objective of any character 

recognition system is to achieve modification  or 

conversion of any form of text such as printed or scanned 

text images. Most of the greatest literature works in 

ancient India were written in Sanskrit. Hence it is 

necessary to preserve these highly prestigious documents 

by digitizing them. For digitization of these documents it is 

necessary that these characters get accurately recognized 

by the machine for which it need an accurate classifier. In 

this paper shows comparison between various classifiers 

used for letter classification which are designed using 

machine learning and deep Learning algorithms 
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I. INTRODUCTION 

 

Sanskrit is considered as the mother as of all the modern 

languages. Ancient Indian manuscripts were written in 

Sanskrit language but are in poor condition though many of 

the documents are reprinted but still are poorly maintained 

so before these documents get completely damaged their 

digitization becomes more crucial. But most of the existence 

OCR have only worked on classification and identification 

of single Sanskrit characters hence it becomes necessary that 

a better OCR is developed which can classify not only 

single characters but also words and sentences. The 

classifier used can be designed using both machine learning 

and deep learning approaches. Similarly the OCR systems 

developed in other languages are mostly designed using 

machine learning algorithms like A.Chaudhary [3] have 

developed an OCR system for hindi language where the 

fuzzy Hough transform is used for feature extraction. An 

efficient Devanagari Character Classification using Support 

Vector Machine (CC-SVM) [8] method is proposed by 

Shalini Puri and Satya Prakash Singh The Block Diagram 

shows various steps of the character recognition using 

classifier. 

 

 
 

Figure 1: Block Diagram 
 

The main difference between machine learning and deep 

learning algorithms is that in machine learning algorithms 

features are to be extracted by the designer and then fed to 

the classifier while in deep learning, based on input and 

what feature need to be extract only the kernel value need to 

be provided. Based on the required output various deep 

layers are designed while feature is extracted by neural 

networks. For machine learning based classifier design 

discrete wavelet Transform, moment feature extraction and 

combination of both the methods for feature extraction. Two 

different Classifier one SVM and one CNN are compared. 

Two different SVM models are used as classifier one of it is 

trained with feature vector as input which are generated 

using wavelet features and other model trained using  

feature vector formed by combination of Wavelet and 

moment features and both the classifiers are compared with 

CNN classifier. The OCR system designed till now have 

only classified single Sanskrit characters and not worked on 

line and word segmentation and segmentation and 

classification of faded and distorted characters. The test data 

is shown below. Many of the other OCR designed have used 

that test data which were without faded lines and distorted 

characters. 
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Figure 2: Cropped image of Sanskrit characters used as test 

data [1] 

 

II. METHODOLOGY 

 

The steps involved for character recognition starts with 

filtering of image which removes noise, binarization of 

image before that if image is coloured then convertion of 

RGB to grey scale image, feature extraction, and training of 

classifier and then testing process which is defined 

successful if it recognizes the sanskrit character even if has 

different font style than that used for training the classifier. 

 

A) Datasets: 

The Dataset used for training the classifier consists of total 

12,912 images of Sanskrit characters out of which 2880 

images  are  of  numbers,  2652 images of vowels, 7380 

images of consonants of Sanskrit characters which are 

downloaded from the  following link : 

https://www.kaggle.com/rishianand/devanagari-character- 

set and would be used to train the classifier. Few of the 

sample images are shown below. 

 

 

 

 

 

 
Figure 3: few Sample of character images used for training 

classifier 

B) Filtering: 

Before designing of classifier it is necessary that images are 

filtered for removal of unwanted noise. The Dataset is 

divided into 58 different classes each class consisting of 

images of same letter but of different font style. Before 

filtering process each image is resized form 28x28x3 pixels 

to 32x32x1 pixels. 

To find out which filter to be applied before segmentation a 

part of cropped document is used for testing of various 

filters 

The images shown below helps us to compare various filters 

i) Noisy input image: 

A noisy image from Sanskrit document is used for testing 

the filters. The matrix size of image is 109x588 which 

consists of salt&pepper type of noise 
 

 

Figure 4: Cropped part of Sanskrit document. 

ii) Median filter: 

A filtering window of 3x3 is applied on the image where the 

central pixel value is replaced with the median value of the 

corresponding pixels which helps to remove noisy pixel of 

irrelevant value. 

 

Figure 5: a part of matrix of 109x588 matrix 

Neighbourhood value: 

2,252,252,252,253,255,255,255,255 

Median value: 253 

Here the value of 2 is replaced with the value 253 which 

removes noise and fills the faded portion in the image. After 

applying the median filter to the original cropped image the 

output obtained is shown below. 
 

 

Figure 6: output after applying median filter 

iii) Gaussian filter: 

Gaussian filter is a smoothing filter which reduces noise by 

blurring. The 2D Gaussian smoothing filter is given by the 

https://www.kaggle.com/rishianand/devanagari-character-set
https://www.kaggle.com/rishianand/devanagari-character-set
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equation 
 

Where σ is the variance of the mask whose value chosen is 1 
 

 

Figure 7: Output after applying Gaussian filter 

iv) Bilateral filter: 

It is a smoothing filter which reduces noise by preserving 

edges where each pixel intensity is replaced with weighted 

average of intensity values from nearby pixels 
 

 

Figure 8: Output after applying Bilateral filter 

v) Average filter: 

Average filtering is a smoothing images by reducing amount 

of variation of nearby pixels. It works by replacing each 

value with the average value of neighbouring pixels, 

including itself. Smoothing through average filter is done by 

performing convolution of image with the matrix shown 

below. 

 

Filter kernel is sided across the original image and the 

output obtained is shown below. 

 

Figure 9: output after applying Average filter 

From the above images it is clear that median filter gives 

better output compared to other filters hence before 

providing input to the classifier images first passed through 

median filter for noise removal. 

C) Feature Extraction: 

An image is a matrix consisting of certain pixel values. 

Feature extraction process helps to reduce this matrix size 

and forms a feature vector which contains information of 

image like its texture, area, shape, colour, object, edges, etc. 

The feature extraction used here are discrete wavelet 

transform (DWT) and moment features extraction 

Discrete Wavelet Transform: 

Using Discrete Wavelet Transform information can be 

extracted in time domain and frequency domain as well. 

Hence we can say that Wavelet has a multi-goals properties 

by deteriorating the sign in various scales. 

 
Mathematically DWT is calculated using the following 

equation: 

 

In image processing the block diagram shown below shows 

that how DWT works for extracting features from image. 
 

 

Figure 10: Block diagram of DWT 

 
Using this Wavelet feature extraction technique vertical and 

diagonal features of the image are derived in the form of 

feature vector which is a row vector which is described as 

CA and CD respectively as vertical and diagonal feature 

vectors. 

Moment Feature: 
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To find features like area, perimeter, centroid contour 

features are used. To find this various features image 

moment is supposed to be calculated this moment is used to 

calculate various datas like area, perimeter centroid etc 

where centroid is given by relation 

Cx = M10/M00 and Cy = M01/M00. 

Contour Area: It is defined as total number of pixels in the 

image. 

Contour Perimeter: It gives total number of pixels in the 

boundary. It is also called arc length. argument specify 

whether shape is a closed contour (if passed True), or just a 

curve. 

D) Classifiers: 

SVM 

Support vector machine (SVM) is one of the machine 

learning approach which is used for classification problem. 

The algorithm used here is simple it creates a line or 

hyperplane which separates the data into classes. 

Support vector machine (SVM) used in this experiment is a 

linear SVM. Since SVM is a machine learning approach 

method to design a classifier feature vectors are to be 

extracted by the designer and then given as input to the 

SVM model for training. First SVM is trained with wavelet 

feature matrix and then combination of wavelet and moment 

feature is done The figure shown below shows that how 

SVM divides data into two separate classes. 

 

Figure 11: SVM model for two classes. 

 
As per our model SVM divides the data into 58 different 

classes. The kernel selected for our model is linear and the 

value of C = 1. 

Convolution Neural Network 

Convolution neural network is a deep learning approach to 

design a classifier. A CNN is combination of different 

layers. 

The figure shown below shows how various CNN layers 

work. 

 

 
 

Figure 12: CNN Layers 

 
Convolutional layer ━ It generates a feature Vector of 

each image each by applying a filter that scans the whole 

image, few pixels at a time. 

Pooling layer (down sampling) ━ Scales down the 

measure of data the convolutional layer created for each 

component and keeps up the most fundamental 

Data (the procedure of the convolutional and pooling layers 

for the most part rehashes a few times). 

Fully connected layer(input layer) — After down 

sampling is performed by the pooling layer the final output 

obtained is a row and column matrix which is converted into 

row matrix by using ―Flatten‖ function. 

Fully connected network — It is the central layer which 

connects input layer with output layer and hence it forms a 

dense layer. 

Fully connected layer(output Layer) ━ creates the last 

probabilities to decide a class for the picture. 

The main advantage of deep learning method is that we just 

have to provide image as input to the network and the 

network itself extracts features and learns by itself. 

 
III. PROPOSED CLASSIFIER MODEL 

 
The proposed classifier model is designed in Anaconda 

Navigator in spider 3.3.6 version of software environment. 

The variable explorer of this software helps us to view value 

matrics of various variable parameter and Python console 

window helps us to view the all layers of the CNN which  

we have designed. 

In the proposed classifier model a CNN classifier which 

possess two deep layers have been designed. Here of 12911 

image 80% images are used for training the neural network 

and rest 20% for testing of the data. Before providing input 

to the CNN images are first resized from 28x28x3 to 

32x32x1 and converted from RGB to grey and certain 

morphological operations are performed which includes 
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filtering for which median filter is used and segmentation of 

letters from background which is done by performing 

thresholding operation on the image. The dataset we have 

used is divided into 58 different classes each class of single 

letter and numeric value consisting of more than 200 images 

which will be used as input in the neural network. 

Table-I: CNN Layers 
 

 
 

 

 
In the designed layer Activation function used is relu and 

kernel of 3x3 is used on 32x32 image and convolution 

operation is performed between the image matrix and the 

kernel matrix. 'Relu' function is used to provide non- 

linearity .After that maxpooling operation performed by 2x2 

matrix reduces the image matrix by half i.e. matrices of 

28x28 is reduced to 14x14 and considers only essential 

information. The same operation is performed by the second 

layer of the CNN. Dropout layer used after that would 

deactivate around 20% of neurons that give same output to 

avoid the problem of overfitting. After that the feature 

matrices obtained is flatten which converts feature map to a 

single column and passed to fully connected layer which is 

formed by two dense layers. Here dense layers connects 

each output layer with input layer thus forming a fully 

connected network each layer with 128 and 64 neurons. 

 
IV. RESULT 

 
MODEL ACCURACY and MODEL LOSS GRAPHS 

The graph below shows model accuracy and model loss 

graph of train test data of CNN classifier with 20 epoch. 

 
 

 

Figure 13: model accuracy 
 

Figure 14: model loss graph 

 
Table: Time required to train and test various classifiers 

 

Classifier Time Training Accuracy 

SVM 

Wavelet features 6 min 23 sec 72.164% 

Wavelet+Moment 
features 

6 min 46 sec 70.368% 

CNN 

Epoch:20 23min 04sec 89.74% 

Epoch:100 2 hrs 11min 89.956% 

 
The table shown above shows that how much time is 

required to train both the classifier, and how much accuracy 

each classifier provides, one is designed using machine 
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learning algorithm i.e. SVM classifier where first classifier 

is trained using only wavelet feature which is combination 

of diagonal and vertical feature matrix and combination of 

wavelet and moment . While for deep learning Convolution 

Neural Network based classifier is designed which takes 

more time to train feature. The classifiers are trained without 

GPU on CPU with 64 bit i3 processor and shows that CNN 

provides more accuracy compared to SVM classifier. 

 
V. CONCLUSION 

 
As per the results obtained of various classifiers it is clear 

that Convolution neural network based classifier provides 

better accuracy compared to SVM classifier hence it can be 

said that Deep Learning provides better results compared to 

Machine Learning though training time for CNN is more 

compared to SVM but CNN will give approx 89.95% 

accuracy. Hence if it becomes necessary to get faster output 

use of GPU becomes necessary to reduce the training time 

otherwise can be avoided to reduce the cost of the project. 
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